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Preface to the Proceedings
 

A large number of the presenters at the conference later submitted completed written papers which 
form the basis of this Conference Proceedings. 

All papers published in these proceedings have been subject to a peer review process whereby a 
scholarly judgement by at least two suitable individuals endorsed by the Program Committee 
determined if the paper was suitable to be published.  All papers not rejected were revised until 
deemed suitable. Responsibility for the content of each paper lies with its author(s). The publisher 
retains copyright over the text. Papers appear in the Conference Proceedings with the permission of 
the authors.   
 
The Editors would like to give special thanks to the Program Committee and those scholars who 
participated in the peer review process: 
Brad Alexander, Simone Atzori, Jeremy Bailey, Phil Bland,  Russell Boyce, Graham Brooker, Melrose 
Brown, Ian Bryce, Graziella Caprarelli, Sarah Chamberlain, Brad Carter, Brett Carter, Iain Cartwright, 
Jon Clarke, Lucyna Chudczer, Michael Chang, Andrew Dempster, Boyin Ding, Alina Donea, Graham 
Dorrington, Brian Fraser, Bruce Forster, Eamonn Glennon, James Gilmore, Li Guo, Jason Held, 
Kasper Johansen, Charlie Ji, Jon Kim, David Lingard, Xi Li, Samsung Lim, Patryk Sofia Lykawka, Ken 
Lynn, Sarah Maddison, Jonathan Marshall, Fred Menk, Marcello de Michele, Dennis Odijk, Jonathan 
Paxman, Lily Qiao, Peter Rayner, Stuart Ryder, Samira Tasnim, Matt Tetlow, Paul Tregoning, John 
Trinder, Matthew Trinckle, Sean Tuttle, Gordon Xu, Colin Waters, Robert Wittenmyer, Xiaofeng Wu, 
Joel Younger, Kegen Yu, Kefei Zhang.

Finally we would like to thank our sponsor University of South Australia for its support in funding the 
venue; the Organising Committee, the Program Committee and colleagues Graziella Caprarelli, Alice 
Gorman,Trevor Harris and Garry Newsam for giving generously of their time and efforts.

 We trust that you will find the 2014 Conference Proceedings enjoyable and informative.

Wayne Short and Iver Cairns 
Editors, 14ASRC Conference Proceedings,  May 2014



Page iv  Proceedings of the 14th Australian Space Research Conference, 2014

Conference Background

The Australian Space Research Conference (ASRC) is the focus of scientific cooperation and discussion 
in Australia on research relating to space. It is a peer reviewed forum for space scientists, engineers, 
educators, and workers in Industry and Government.

The conference is of relevance to a very broad cross section of the space community, and therefore 
generates an enlightening and timely exchange of ideas and perspectives.   The scope of the conference 
covers fundamental and applied research that that can be done from space and space-based platforms, 
and includes the following:

•	 Space science,  including space and atmospheric physics, remote sensing from space, planetary 
sciences, astrobiology and life sciences, and space-based astronomy and astrophysics ;

•	 Space engineering,  including communications, navigation, space operations, propulsion and 
spacecraft design, testing, and implmentation ;

•	 Space industry ;
•	 Space archeology and Indigenous sky knowledge;
•	 Space situational awareness
•	 Current and future Australian space projects ;
•	 Government,  International relations and law ;
•	 Education and outreach.
 
The 14th ASRC was held at the University of South Australia (City-West Campus) during September 
29 to October 1, 2014. The Conference was opened by Pro Vice-Chancellor for Research of University 
of  South Australia (Research), Professor Richard Head.  

The conference included a comprehensive program of plenary talks and special sessions on the national 
context for space the foci and programs of Australian Government units with interests in space.  In 
addition, the program contained a special planetary science session, with a strong preponderance 
of projects involving the Mars Society of Australia. The program also ontained multiple sessions of 
invited and contributed presentations, both oral and poster, on Propulsion, Planetary Science, Earth 
Observation and GNSS, Space Capabilities, Space Physics, Space Technology, Space Archeology, 
Education and Outreach and Indigenous Sky Knowledge.

Appendix A lists all abstracts accepted for presentation at the conference. 
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The 14th ASRC was organised by the National Space Society of Australia (NSSA), the Academy 
of Sciences National Committee for Space and Radio Science (NCSRS) and University of South 
Australia. The Mars Society Australia (MSA) and Australian Space Research Institute  (ASRI) also 
helped significantly with organising abstract submissions.

A call for papers was issued in March 2014 and researchers were invited to submit abstracts for 
presentation at the conference. Following the conference itself, a call for written papers was issued 
in October 2014: this invited presenters to submit  a formal written paper for this Proceedings that 
covered their conference presentations.
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Welcome to the 14th Australian Space Research 
Conference

formerly the Australian Space Science Conference (ASSC), and to the University of South Australia, 
Adelaide!  This was the eighth conference jointly sponsored and organised by the National 
Committee for Space and Radio Science (NCSRS) and the National Space Society of Australia 
(NSSA). The ASRC is intended to be the primary annual meeting for Australian research relating 
to space science. It welcomes space scientists, engineers, educators, and workers in Industry and 
Government. 

The 14th ASRC had over 130 accepted abstracts across Australian space research, academia, 
education, industry, and government. 

We would like to thank the University of South Australia for their sponsorship. Special thanks also 
go to the Mars Society Australia (MSA) and Australian Space Research Institute (ASRI) for their 
support. 

Iver Cairns      Wayne Short
Co Chair ASSC 2014     Co Chair ASSC 2014
University of Sydney     President, NSSA 
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The National Space Society of Australia is the coming together of like-minded space enthusiasts who 
share a vision for the future in which there is an ambitious and vigorous space program leading to 
eventual space settlement.

To this end the National Space Society (worldwide) promotes interest in space exploration, research, 
development and habitation through events such as science and business conferences, speaking to the 
press, public outreach events, speaking engagements with community groups and schools, and other pro-
active events. We do this to stimulate advancement and development of space and related applications 
and technologies and by bringing together people from government, industry and all walks of life for 
the free exchange of information.

As a non-profit organisation, the National Space Society of Australia draws its strength from an 
enthusiastic membership who contributes their time and effort to assist the Society in pursuit of its goals. 

For more information, and to become a member:

http://www.nssa.com.au

Ad Astra!
Wayne Short
NSSA President
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The National Committee for Space  and Radio science Science (NCSRS) is chartered by the Australian 
Academy of Science to foster space science, to link Australian space scientists together and to their 
international colleagues, and to advise the Academy’s Council on policy for science in general and 
space and radio science in particular. The NCSRS was formed in 2012 by combining the former 
National Committee for Space Science (NCSS) and the National Committee for Radio Science 
(NCRS). The NCSRS web page can be reached at

https://www.science.org.au/committee/space-and-radio-science

NCSRS believes that ASRC meetings provide a natural venue to link Australian space scientists and 
foster the associated science, two of its core goals. As well as ASRC, NCSRS is also sponsoring the 
VSSEC – NASA Australian Space Prize. 

This is the fourth ASRC meeting following launch of the first Decadal Plan for Australian Space 
Science. NCSRS encourages people to work together to accomplish the Plan’s vision: “Build Australia 
a long term, productive presence in Space via world-leading innovative space science and technology, 
strong education and outreach, and international Collaborations.” 
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Analysis of Greenhouse Gas Concentrations Retrieved 
from Observations with a Ground-based Fabry-Perot 

Spectrometer in the Near-infrared 
Champlain Kenyi, Daniel V. Cotton and Jeremy Bailey 

School of Physics, The University of New South Wales, NSW 2052, Australia. 
  
Summary: The remote sensing of atmospheric greenhouse gas concentrations from space 
platforms is a vital measurement technique applied in a number of space-based missions. 
However, obtaining accurate measurements from space is complicated by clouds and aerosols, 
which attenuate an already weak reflected signal. Ground-based total column measurements 
can largely avoid such difficulties by direct pointing of the instrument at the Sun; and can thus 
complement and help to validate the space instruments. Nevertheless, coverage of current 
ground-based networks is still poor in the developing countries and over the ocean.  
We have built a compact, portable and low-cost fibre Fabry-Perot spectrometer that could be 
deployed in remote locations and used to establish more extensive network of greenhouse gas 
monitoring surface sites. This is a ground-based near-infrared instrument for measuring the 
absorption lines of target trace gases in the atmosphere, which attenuate the solar spectrum. 
For data reduction we apply a nonlinear least-squares fitting algorithm in conjunction with an 
efficient line-by-line radiative transfer model to retrieve the atmospheric properties of interest. 
Our main goal here is to report progress on the development of the software to retrieve 
estimates of the atmospheric constituents (e.g. XCO2 – the column-averaged dry air mole 
fraction of CO2). We identify some of the issues that remain to be overcome.  

Introduction 

Carbon dioxide (CO2) and methane (CH4) are the most abundant anthropogenic greenhouse 
gases in the Earth’s atmosphere; increases in their concentrations are driving global climate 
change [1]. To help arrest this trend, we need to understand and characterise the global carbon 
budget – in particular the sizes of the sources and sinks need to be established. The ability to 
infer the surface carbon fluxes depends on interpreting spatial and temporal variations of 
atmospheric gases and relating them back to surface fluxes [2]. Currently the CO2 fluxes, for 
instance, are inferred from in-situ observations made at a network of ground-based monitoring 
platforms [3]. Studies by Heimann and Kaminski [4] however demonstrate that inverse 
modelling based on in-situ data suffers drawbacks due to its sparse network and limited 
coverage, and because errors in the model prediction of advective transport and mixing are 
aliased into flux estimates [2, 3]. 
Space missions and instruments such as OCO-2, MOPITT, AIRS, IASI, and GOSAT, can 
provide the necessary global coverage. However achieving the necessary signal quality, 
especially over the ocean, is a challenge [5, 6] and probably unlikely to be achieved in the 
near future. This is because satellites that depend on reflected light (such as OCO-2 and 
GOSAT) receive only a weak signal over the ocean.  
Ground-based total column measurements, such as via the near-infrared high resolution 
Fourier Transform Spectrometers (FTSs), common at the TCCON (Total Carbon Column 
Observing Network) locations are a useful part of observing systems. The accurate gas 
column densities measured with such instruments provide useful constraints for inverse 
modelling when combined with simultaneous co-located in-situ surface measurements [3]. 
The principal challenge is that the FTSs are bulky and expensive to maintain; they also require 
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a stable laboratory platform and dedicated air-conditioned space [7, 8]. Attempts to address 
these issues by a number of authors including Kobayashi et al.[9], Wilson et al. [10] and Petri 
et al. [11] are reported by us elsewhere [7, 12, 13]. Petri et al. [11] and Gisi et al. [14] have 
also described the use of smaller and hence lower resolution Fourier-Transform 
spectrometers, while Kawasaki et al. [8] describes the use of an Optical Spectral Analyser 
(OSA) based on a grating spectrometer. 
The CO2 column measured by such an instrument varies with changes in topography and 
atmospheric pressure, as well as with changes in the actual CO2 concentration. These effects 
can be corrected by making a simultaneous measurement of the O2 column. Dividing the 
measured CO2 column by the O2 column, and using the known fixed mixing ratio of O2 in dry 
air, provides a corrected measurement of the CO2 concentration. This method of correction is 
used with both space [15] and ground based [16] instruments. 
The focus of this paper is to demonstrate progress toward making such measurements reliably 
with a low cost, compact and portable instrument [7]. Such an instrument could be deployed 
in remote locations, and/or be used for Ground Validation (GV) – i.e. help to calibrate trace 
gas column densities/measurements from space missions. The instrument investigated here is 
built locally from commercial optical devices; it is composed of two fibre Fabry-Perot (FP) 
spectrometers, one designed for CO2 detection, and the other for measuring the O2 a-X band at 
1.27 m. These spectrometers measure total column concentrations by recording absorption 
lines in the solar spectrum due to the respective gas (as dictated by the filter chosen for the 
application). While all greenhouse gases are of interest, the main focus here is on atmospheric 
CO2, with H2O retrieved as a contaminant. The CO2 and O2 are measured at near infrared 
bands centred on 1.58 and 1.27 µm.  
TCCON measures near-infrared solar absorption in the region 4000-14000 cm-1 at 0.02 cm-1 
resolution. Spectra are analysed to retrieve CO2, CO, CH4, N2O, HF and O2 column densities 
and column average mixing ratios [3, 17]; the measurements are highly precise and accurate 
and can be used to calibrate and validate satellite measurements [2]. TCCON measurements 
can also provide useful constraints to calibrate other instruments when measurements are 
made concurrently in the same location [3]. We have made observations with our instrument 
at the TCCON site at the University of Wollongong (UoW) simultaneously with that 
instrument. This paper builds on our previous work published in these proceedings [12, 13], 
by including simultaneous O2 measurements and a direct comparison with the TCCON data 
from the same site. We present comparisons between TCCON retrievals, results obtained with 
our instrument and software, as well as retrievals calculated from TCCON spectra using our 
software. 

Modelling of measured spectra 

Our forward model and procedure for the inverse modelling are described elsewhere [12, 13, 
18]. Briefly, the inverse modelling software – ATMOF (ATMOspheric Fitting) [18] – uses a 
Levenberg-Marquardt non-linear least squares fitting routine in conjunction with an efficient 
line-by-line radiative transfer model. The molecular absorption line list for calculating the 
atmospheric transmission is taken from the HITRAN 2008 database [19]. As an a priori 
model we use the mid-latitude summer profile which is one of the standard atmospheric 
profiles from the ICRCCM (InterComparison of Radiation Codes in Climate Models) [20] and 
is one of half a dozen built-in to the VSTAR (Versatile Software for the Transfer of 
Atmospheric Radiation) radiative transfer code [21, 22]. However, these are not the same as 
the TCCON a priori profile; TCCON uses the European Centre for Medium-range Weather 
Forecasting (ECMWF) a priori for their model [17]. 
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Input parameters of the inverse model 
Our inversion algorithm has an input text file, where we specify each spectrum to be fitted 
(one at a time) and the variable parameters of the fit. The parameters include those listed in 
Table 1, together with a pre-determined numerical filter function in the case of the Fabry-
Perot measurements. Each parameter may either be fit or held constant in the fitting 
procedure. The greater the number of parameters fit, the longer the code takes to run and the 
greater the potential for an unrealistic solution. The choice of which parameters to fit is made 
based on a number of factors, including how well each parameter is known, whether it is 
likely to have deviated from default values and the likely influence it has on the spectrum and 
the other retrieved parameters. Below and in Table 1 we detail our approach, through the 
listed initial conditions, in fitting the various different types of spectra. 

Table 1: Input parameters for the inverse modelling. 

Input Parameter 
FP FTS 

Comments 
CO2 band O2 band CO2 band O2 band 

Wavelength Shift (m) -3.7600E-13 3.7600E-15 2.8989E-13 1.8697E-14 Held constant. 

Doppler Shift (m.s-1) 100 100 100 100 Fitted. 

SZA (º) variable variable variable variable Fixed for each 
spectrum. 

CO2 (ppm) 395 393.5 395 393.5 Fitted only in CO2 
band. 

H2O (pp10,000) 70 70 70 70 Fitted. 

O2 (pp10,000) 2095 2095 2095 2095 Fitted only in O2 
band. 

IRS: Scaling Factor 18.702 18.702 2.5 2.5 Fitted. 

IRS: Slope (m-1) -3.5454E-05 1.6720E-03 1.9528E-03 1.5715E-03 Investigated then 
fixed. 

~R (/) 70000 90000 382500 382500 Held constant. 

Angular Radius (mm) NA NA 1.2 1.2 Held constant. 

 
“Held constant” means the parameter assigned for either spectrum is not allowed to vary. The 
spectral resolution of the Fabry-Perot tuneable filter was initially calculated based on 
information provided by the manufactures and then investigated further by comparing real 
spectra with those modelled at different resolutions. The values differ significantly for the FP-
O2 band, where we find a performance better than that given by the manufacturer. Once 
determined, the resolutions were fixed at a constant value across the whole spectrum. If fit 
they can fluctuate between different spectra and render the retrievals senseless. The spectral 
resolving power of the FTS is given by multiplying the maximum optical path length (45 cm) 
of the interferometer by the highest scanned wavenumber (8500 cm-1). 
The Solar Zenith Angles (SZAs) are determined using a FORTRAN software package that 
takes account of locality and time of the observation. In contrast to the FTS spectra, which 
take about 3 minutes each to acquire, the scan time for the FP spectra presented here is about 
13 minutes, which is significant, and can contribute to airmass dependent artefacts at large 
SZA. Consequently, we are careful to use the average time of each scan rather than simply the 
start time.  
The observer-Sun Doppler shift can be calculated precisely for a given time and location. 
However, the pointing of the telescope is not precise enough to always pick out the centre of 
the Sun, thus variability can be introduced through the contribution of stellar rotation. 
Consequently, we also fit this parameter.   
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The Instrument ReSponse (IRS) Scaling Factor and Slope are essential inversion parameters 
of the model. The scaling factor is fitted individually to each spectrum. The slope is adjusted 
by examining the residuals of fits to solar spectra, and once determined is set to a fixed value 
for each wavelength region observed. The physical interpretation of these parameters is the 
varying sensitivity of the detector with wavelength. A wavelength shift correction is 
determined in the same way; in essence here we are using the well-known positions of the 
telluric atmospheric lines to make a correction to the wavelength calibration of the instrument.   

Measurement Errors  
Errors in these measurements originate from random, known and unknown systematic 
sources. The random effects manifest in unpredictable variability of the measurements. 
Systematic errors result in measurements consistently being too large or too small – they 
cannot be removed with averaging [23]. Such errors emerge when there is a problem with the 
measuring instrument (e.g. calibration issues) or its data handling system, or through incorrect 
use of the instrument. Some of the systematic effects arise specifically from the a priori 
profile as a result of errors in estimating the pressure, temperature, as well as the volume 
mixing ratios of the gas abundances (CO2, O2, and H2O). The possibility of solar-tracker 
pointing offset and distortion of the instrument line shape caused by shear or angular 
misalignments (as for example, discussed by Wunch et al. [17]) cannot be ruled out of the 
systematic contributions. Some of these effects are common to both spectrometers and cancel 
out in ratioing the column concentrations [17, 24] as described in the Introduction. A detailed 
breakdown of the error sources are beyond the scope of this paper and are the subject of on-
going work which we plan to present in the future.  
Our uncertainty estimates for each fitted parameter are given, in the first instance, by the 
square root of the diagonal entries of the respective fitted parameter in the inverse vector as 
calculated by ATMOF. For CO2 and H2O this gives the uncorrected column densities in ppm 
and pp10,000 respectively. But for the normalised column concentrations XG  (also known as 
column-averaged dry-air mole fraction) for gas G, the error is given as: 
 

                
2

2

2
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G
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Here G is the error uncertainty of the target gas while 2O the uncertainty in the O2 column 
density; all being the square roots of the diagonal entries. The global average O2 concentration 
is 0.2095.  
It should be noted that the errors we calculate represent the random errors for the 
measurement, not the systematic ones. By comparing our measurements with the TCCON 
measurements, we were able to detect systematic effects that were not otherwise showing up 
in our observing system.  

Retrieved Columns 
Retrieval Software 

In this section we present column densities retrieved with ATMOF/VSTAR and GFIT. 
ATMOF [18] is an atmospheric fitting routine that makes use of VSTAR [7, 21] atmospheric 
models. Since our last communication we have made some improvements to our VSTAR 
model and our ATMOF fitting routine. We are now able to fit O2 concentration (in addition to 
CO2 and H2O). We can also now use the instrumental line shape of a FTS (for fitting TCCON 
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spectra) as well as the Airy function line shape needed for fitting our own FP spectra. GFIT 
[17] is the spectral fitting routine commonly used by the TCCON team to fit their high 
resolution measurements recorded with the FTSs.  
Observations 

The spectra used here were measured with our FP instrument and with the TCCON FTS 
instrument on the 12th and 17th of July 2013 at the TCCON observatory located at the UoW, 
where our spectrometers were connected to the TCCON solar tracking heliostat for 
simultaneous independent measurements. Wollongong is a coastal city, south of Sydney in 
New South Wales, Australia. 

Results and Discussion 
Three types of retrievals are presented in this section: (1) Those obtained through analysis of 
FP spectra with ATMOF/VSTAR; (2) Those obtained through analysis of FTS spectra with 
ATMOF/VSTAR; and (3) Those produced by GFIT from analysis of FTS spectra.  
Fig. 1 and Fig. 2 show, respectively, changes in CO2 column concentrations in ppm with time 
of observation without (Fig. 1) and with (Fig. 2) normalisation by the simultaneously 
observed O2 column concentrations. In Fig. 2, the normalised CO2 concentrations (XCO2) are 
obtained by ratioing the CO2 retrieval obtained from the CO2 band, shown in Fig. 1, by the O2 
concentration retrieved from the corresponding O2 band spectra. The agreement between the 
FP retrievals by ATMOF/VSTAR and the GFIT retrievals of the FTS spectra is reasonable. 
Though there is a clear trend in the FP retrievals from the 12th, and a less obvious trend on the 
17th in Fig. 3, investigation of different slopes leads us to believe that this trend may be caused 
by the long time taken – 13 minutes – to complete a scan. An appropriate slope was chosen 
for the data set as a whole, but the airmass change over the duration of the scan is different at 
different times of day. At overhead sun the net airmass change is zero, but at 5 pm (the latest 
scan on the 17th) the change is 0.27. Another possible cause of gradients in the retrieved 
column densities, particularly for spectra observed at the beginning of the day, is the “creep” 
effect in the piezoelectric transducers of the FP as discussed by Bailey [7]. 
The main area of disagreement in the presented retrievals is in the XCO2 values obtained by 
ATMOF/VSTAR from the FTS spectra – the retrieved values are much too low. This comes 
about as a result of a high O2 retrieval (Fig. 3) – 5% higher – from the TCCON raw data. We 
have, as yet, been unable to properly take account of the FTS’s instrumental transmission in 
this band and believe this to be the cause of the discrepancy. Specifically, the FTS uses at 
least one optical filter for which we do not have the transmission function. However, we do 
not have full details of the TCCON data reduction procedure and there may be other causes 
we are unaware of. 
In Fig. 4 the water vapour column concentrations increase over the course of observing in all 
the retrieval formats. We see no significant difference between the corrected and uncorrected 
concentrations in the FP-VSTAR fitted spectra as opposed to FTS-VSTAR fits where the 
corrected values are clearly lower. This is due to the inaccurate O2 column densities retrieved 
for reasons stated earlier. 
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Aside from the GFIT determined XH2O, large biases exist between the VSTAR calculated 
columns for spectra of different resolutions. This seems to occur because the FP and FTS 
spectra modelled have different assigned inputs, some of which were fixed (see Table 1). 
These VSTAR normalised retrievals, especially H2O, are by far larger than the corresponding 
GFIT retrievals. Our a priori model (mid-latitude summer profile) is fairly simple and 
consists of 50 levels from 0 to 120 km high. The H2O a priori volume mixing ratios (VMRs) 
are scaled from 50 km altitude to the surface, while for the CO2 scaling is done for all levels; 
this is not as sophisticated as the (ECMWF) a priori profiles used in the TCCON GFIT in 
terms of temperature, pressure and water vapour profiles [19]. Because our instrument 
primarily measures the total column of an absorber and is not sensitive to the altitude where 
the absorption occurs, and because there is very little overlap between H2O and CO2 lines in 
our spectra the retrievals are not sensitive to the adopted H2O profile. Our error budget 
analysis showed uncertainties for XCO2 due to this error source contribution were all under 
0.0035 ppm for spectra observed on the 12th and 0.0118 ppm for those observed on the 17th. 
The gradients in the retrieved columns are an indication that the atmosphere was changing on 
both days of the observations – which always is the case – and that has an effect on 
atmospheric pressure as well as the uncorrected columns. So these could be some of the 
reasons accounting for the noticeable biases. 
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Fig. 5: Variation of retrieved and calculated Doppler shifts for observations made on the 12th 

(top) and 17th (bottom) of July 2013. Gap between the horizontal bars indicate the error in 
Doppler shift. 

Fig. 5 shows how the fitted solar Doppler shift varies with the time of the observations. The 
calculated Doppler shifts represent the precise values for the Sun-observer system at the mean 
time of observation. The trend in Doppler shift is approximately linear over the duration of the 
observations. The Doppler shift retrievals from the FTS spectra mirror the linear trend, and 
indeed have a very similar slope, though a significant offset. The FP retrieved Doppler shift 
trend for the observations made on the 12th are also linear, after the first hour. The trend is not 
so linear for the observations made on the 17th however.  
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Offsets and variations in the retrieved Doppler shift could be due to deficiencies in the 
wavelength calibration of the spectra. In general this is not a serious problem, as it will be 
corrected in the fitting process. A more serious problem is that additional Doppler shifts could 
be caused by a pointing error that would introduce a velocity component due to solar rotation. 
In this case our SZA would also be affected and this could introduce errors in the retrieved 
CO2 column. At present there is no obvious correlation between Doppler shift deviations and 
retrieved CO2 column that would indicate such a problem. 

 Conclusion and Future Directions  

We have made improvements to the VSTAR version for the Earth atmospheres transmission, 
which when used in conjunction with the atmospheric fitting routine can retrieve atmospheric 
properties from measurements. The XCO2 estimates from the Fabry-Perot instrument differ 
from the TCCON GFIT calculated benchmark by less than 2.0 and 2.4 ppm for measurements 
recorded on the 12th and 17th of July 2013, respectively, which overall is a reasonable 
agreement. 
This paper improves on our previous work published in this proceedings series [12, 13] by 
making use of simultaneous CO2 and O2 measurements. This procedure minimises systematic 
and correlated errors present in both the retrieved CO2 and O2 columns (e.g. pressure errors, 
instrumental line shape, sun tracker pointing errors, [17, 24]). Though observations from two 
days are used for convenience, we find the normalised (XCO2) column densities comparing 
well as opposed to the uncorrected CO2 columns. The main issue is with the O2 high-
resolution spectra (TCCON raw data) fitted with our software, predicting O2 ~5% higher than 
what the current atmosphere is composed of (~21%). Consequently, the resulting XCO2 are 
too low relative to the TCCON GFIT calculations. We attribute this to the lack of an 
instrumental filter response for the FTS in the ATMOF model. This will be addressed 
accordingly in the near future so we can locate any limitations within our software.   
Comparison with TCCON data has highlighted a number of other issues of significance. In 
particular, the long duration of our scans is not appropriately accounted for with a single value 
for the SZA. We also need to investigate the use of more realistic a priori profiles.  
Our previous tests of the sensitivity of CO2 retrievals to temperature and H2O demonstrate the 
ability of our model to handle profile retrieval [13]. However, construction of a complete 
averaging kernel for use with actual profiles (e.g. ECMWF, National Centres for 
Environmental Prediction –NCEP), rather than the standard atmospheres, is the next step of 
the project. With improvements to the current instrument these tests are planned for a number 
of other trace gases in addition to CO2 and O2. 
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Atmospheric Modelling for Neptune’s Methane D/H Ratio 
– Preliminary Results 

Daniel V. Cotton, Lucyna L. Kedziora-Chudczer, Kimberly Bott and Jeremy A. Bailey 

 School of Physics, University of New South Wales, NSW 2052, Australia 
 

Summary:  The ratio of deuterium to hydrogen (D/H ratio) of Solar System bodies is an 
important clue to their formation histories. Here we fit a Neptunian atmospheric model to 
Gemini Near Infrared Spectrograph (GNIRS) high spectral resolution observations and 
determine the D/H ratio in methane absorption in the infrared H-band (~1.6 µm). The model 
was derived using our radiative transfer software VSTAR (Versatile Software for the Transfer 
of Atmospheric Radiation) and atmospheric fitting software ATMOF (ATMOspheric Fitting). 
The methane line list used for this work has only become available in the last few years, 
enabling a refinement of earlier estimates. We identify a bright region on the planetary disc 
and find it to correspond to an optically thick lower cloud. Our preliminary determination of 
CH3D/CH4 is 3.0x10-4, which is in line with the recent determination of Irwin et al. [1] of 
3.0x10-4 (+1.0/-0.9x10-4), made using the same model parameters and line list but different 
observational data. This supports evidence that the proto-solar ice D/H ratio of Neptune is 
much less than that of the comets, and suggests Neptune formed inside its present orbit.  

Keywords: Neptune, radiative transfer, atmospheres, Solar System planets, methane, 
deuterium. 

Introduction 

Deuterium as an indicator of planet formation location 

The amount of deuterium in the universe is decreasing. Deuterium was produced in the Big 
Bang, and is destroyed in stars [2]. The amount of deuterium present during the formation of 
the Solar System is referred to as the proto-solar D/H ratio. The atmospheres of Jupiter and 
Saturn are considered representative of the proto-solar D/H ratio [1]; they are thought to have 
formed first of the giant planets at the water ice-line, representing the distance from the Sun at 
which water freezes – from the accretion, predominantly of water ice and clathrate hydrates 
[1]. Although much of the water ice in the proto-solar nebula is derived from the dense 
interstellar medium, its initial D/H ratio is not wholly retained; reprocessing takes place as 
part of the formation of the solar nebula, altering the D/H ratio [3]. Beyond the water ice-line 
the temperature controls the D/H ratio in water ice through an equilibrium reaction [2]: 

H2O + HD HDO + H2        (1) 

Further away from the Sun the colder temperatures result in more deuterium being found in 
heavy-water ice rather than deuterated molecular hydrogen. The giant planets are thought to 
have accreted from the proto-solar nebula around icy cores formed predominantly from water 
ice [4]. Consequently, the D/H ratio of a planet – either in water, the accreted (predominantly 
Hydrogen) gas envelope or products evolved from those – is indicative of where it formed in 
relation to the Sun. Where the atmospheric constituents are evolved from the originally 
accreted material, measurement of these can be used to determine the D/H ratio of the 
accreted material that formed the planet. Determinations made of the D/H ratio of Jupiter and 
Saturn rely on an assumption – backed by models of the interiors of the planets – that 
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deuterium present in the core ices have not significantly enriched the outer gas envelope [5]. 
In contrast, Uranus and Neptune are thought to have gas envelopes enriched through mixing 
during the formation by volatiles from their ice cores or infalling planetesimals; thus the 
comparison with Jupiter and Saturn provides an estimate of the deuteration of the ices in the 
local environment of their formation [5]. In the case of Neptune, methane is deuterated to its 
present level through an isotopic exchange reaction with molecular hydrogen [5]: 

CH4 + HD CH4D + H2        (2) 

Recently it has been proposed that Uranus and Neptune formed at the carbon monoxide ice-
line, and thus were formed predominantly from carbon monoxide ice [6]. If this is the case, 
then the water in the interior of these planets will have CO as its origin, with a D/H ratio 
representative of that origin. CO in the core would react with H2 according to [6]: 

CO + 3H2 CH4 + H2O ,       (3) 

and then as a greater portion of deuterium in the atmospheres of Uranus and Neptune would 
have come from the hydrogen envelope, the D/H ratio would be expected to be lower than for 
formation from water ices the same distance from the Sun. Recent measurements of the D/H 
ratios of Uranus and Neptune are lower than those of comets, which are thought to have 
formed in the same region of the Solar System, and so Ali-Dib et al. suggest that a CO ice 
origin reconciles this position [6]. Ali-Dib et al.’s initial calculations of the D/H ratio reveal a 
discrepancy with the measured ratio in that they infer a H2/He ratio different to the Solar ratio 
during their formation [6]. A definitive measurement of the D/H ratio, for both Neptune and 
Uranus (which we are also investigating [7]) is very important to the viability of their 
hypothesis. 

Recent measurements of the Neptunian D/H ratio  

The most recent measurement of Neptune’s D/H ratio was made by Irwin et al. [1]. They used 
the Near-infrared Integral Field Spectrometer (NIFS) on Gemini to obtain R = 5290 infrared 
H-band spectra to measure the CH3D/CH4 ratio from the CH3D 3ν2 lines. Only recently have 
sufficiently detailed line lists become available to accurately model methane at cryogenic 
temperatures [8]. Previously Feuchtgruber et al. [9] used the Photodetector Array Camera and 
Spectrometer (PACS) instrument on Herschel to determine the D/H ratio in molecular 
hydrogen from its R(0) and R(1) HD lines, supplemented by previous measurements of the 
R(2) rotational line using the Short Wavelength Spectrometer on board the Infrared Space 
Observatory [4]. To compare measurements of the D/H ratio in H2 to those of the CH3D/CH4 
ratio requires a knowledge of the fractionation factor, which describes how the D/H ratio 
differs in chemical products of the original material.  The fractionation factor has been 
estimated by Lecluse et al. [5], and used by Irwin et al. to make the comparison: the results are 
summarised in Table 1. 
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Table 1: Recent Measurements of the Neptunian D/H ratio. Italicised entries represent 
calculations based on the fractionation factor estimated by Lecluse et al. (1.61+/-0.21) [5]. 

Reference Instrument D/H (H2) (x10-5) CH3D/CH4 (x10-4) 

Feuchtgruber et al. 
2013 [9]. Herschel-PACS 4.1 

+0.4 
2.6 

+0.4 

-0.4 -0.4 

Irwin et al. 2014 [1]. Gemini/NIFS 4.7 
+1.7 

3.0 
+1.0 

-1.5 -0.9 

Neptunian Clouds 

Neptune has a dynamic atmosphere with the highest zonal wind speeds in the Solar System 
(400 m/s) and a variety of cloud features [10]. In contrast to Neptune’s uniform appearance in 
the visible, at infrared wavelengths there can be a striking contrast between light and dark 
features, where the lighter features correspond to haze in the stratosphere (~0.01 – 0.1 bar) 
and clouds near the tropopause (~2 – 3 bar) [10, 11]. What constitutes the haze and cloud 
layers seen in the (1.6 µm) H-band is not well understood [1] and although various trace 
hydrocarbons detected in the mid-infrared would condense out at pressures of around 0.002 – 
0.01 bar their optical depths are calculated to be negligible in the H-band [10].  

Observations and Data Reduction 

Observations 

We made observations of Neptune on the 18th of August 2011 using the Gemini Near Infrared 
Spectrograph (GNIRS) instrument on the Gemini-North 8m telescope, using a 0.1 arc-second 
slit. H-band (1.46 – 1.63 µm) spectra were obtained using both the 32 and 110.5 lines/mm 
gratings, having a resolution of R = 5100 and R = 17800 respectively at 1.65 µm. The higher 
resolution data represents a narrower spectral window (1.525 – 1.57 µm). 

An acquisition image of Neptune was taken before each long-slit observation, with the cloud 
pattern appearing nearly identical. As such, we have indicated in Fig. 1 the slit positions and 
extracted pixels of both observations on one of the acquisition images. The slit was orientated 
N-S on the sky, an acute angle to planetary north (as shown by reference to the north-pointing 
arrow in Fig. 1). The 1-D spectra are obtained from the average of 5 pixels along the 0.1 
arcsec slit corresponding to the maximum signal area, which overlaps with the brightest patch 
of cloud in the acquisition image of the planet taken with the narrowband H-G0516 filter 
(shown in Fig. 1). 
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Fig. 1 Acquisition image for the spectroscopic observations obtained; made with the 
narrowband H-G0516 filter. The positions of the slit and the extracted pixels are indicated for 
both the lower resolution (LR) and high resolution (HR) spectra. Image is scaled in greyscale, 

with white areas being the brightest, and black darkest. Planetary North is indicated in the 
top right. 

We fit an atmospheric model to both low-resolution* and high-resolution spectra. However in 
this work we present results of the fitting and retrieval of the lower resolution spectra only. 
The larger wavelength span of such a spectrum allows a robust determination of an 
appropriate cloud model that can be compared with previously published data. The best fitting 
model will then be applied to our high-resolution spectrum which will be reported on 
elsewhere. 

At the time of the observation (07:23:27 UT) the mean airmass was 1.891, and the relative 
humidity 8%. For the low resolution spectra, our observing strategy involved twice obtaining 
four 350 sec exposures with Neptune moved between two slit positions (A and B) in an 

                                                
* We refer to the R=5100 spectra as low-resolution only in comparison to the R=17800 spectra. R=5100 is higher 
resolution than was possible for this work prior to the availability of the current methane line list. 
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ABBA sequence for efficient sky subtraction, and averaging these. Wavelength calibration 
lamps (Ar-Xe) and spectra of the telluric standard star HIP 105734 (G1V type) were acquired 
after each sequence 

Standard Data Reduction 

The Gemini IRAF data reduction technique was applied to our spectra as follows: After visual 
examination of 2D spectra, all the data frames were aligned, corrected for bias level, non-
linearity and bad pixels on the Aladdin III InSb detector array. The spectra of both Neptune 
and HIP 105734 were then flat fielded and wavelength calibrated using an interactive 
procedure to ensure correct identification of the Argon and Xenon lines present in the spectral 
region. The sky subtraction was performed by combining the A position frames, and 
subtracting the B position frames. The final step was to apply a dispersion correction and 
extract the 1D straightened spectra from the region of highest intensity along the 2D frame; 
this corresponded to the 5 pixel wide area (0.1x~0.25 arc-seconds) shown in Fig. 1. 

Telluric Removal 

The removal of the telluric absorption from our spectra was carried out using the ATMOF 
(ATMOspheric Fitting) code [12] as follows: We first take a high-resolution solar spectrum, 
and pass it through models of the Earth’s atmosphere and the instrumental response. A 
number of model parameters are free, and ATMOF fits these to match the standard star data. 
The Earth atmosphere model used in this instance was the inbuilt VSTAR (Versatile Software 
for the Transfer of Atmospheric Radiation) [13] for Mauna Kea Observatory; its free 
parameters were the CO2 and H2O content. CO2 is varied as a multiplication of the whole 
altitudinal profile, whilst H2O is only varied for the lower layers of the atmosphere as detailed 
in Cotton et al. [12]. In the H-band water is a strong absorber at the short end of the band, and 
there is a smaller contribution from CO2 near the centre of the band. 

The instrumental response consisted of an augmented filter function, a filter response, a 
scaling factor and slope, as well as a wavelength shift correction. The augmented filter 
response was obtained from an average of the low frequency residuals from other standard 
star fits in the same wavelength window observed by us as part of the same observing run; the 
process is described in more detail by Bailey [14]. 

Once the parameters for the Earth atmosphere model have been retrieved, the model is re-run 
with the zenith angle corresponding to the Neptune observation. The Neptune spectrum is 
then multiplied by the Earth atmosphere transmission, and the instrumental response with the 
retrieved parameters applied. The only parameter retrieved from the standard star fitting not 
applied in correcting the Neptune model is the wavelength shift: this needs to be determined 
independently for each observation, as errors around 0.1Å can have a significant impact, and 
the quality of arc lamp calibration depends on the number of identified features in different 
spectral regions. 

It is our preference to determine the wavelength shift by fitting a Doppler shifted solar 
spectrum to the planetary observational data; where the reflected solar lines are prominent in 
the spectrum this works well. However, this is not the case for Neptune in the H-band. Instead 
we used a basic model for Uranus from our earlier work [7] appropriately Doppler shifted. 
Neptune and Uranus have very similar spectra in the H-band, both dominated by methane 
absorption features, and as the purpose of this fitting is to retrieve only quadratic coefficients 
for wavelength shift, differences in the peak intensities or the overall flux are unimportant.  
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Atmospheric Model and Fitting 

To determine the D/H ratio we fit a Neptune VSTAR model to the spectrum with telluric lines 
removed using ATMOF. 

ATMOF Fitting 

Although we have previously demonstrated the ability of the ATMOF software and associated 
procedures to remove telluric features from our data [12], this is the first time it has been used 
as a retrieval scheme to derive model parameters for a planetary atmosphere. Here we begin 
with the processed (tellurics and instrumental response removed) planetary spectrum. We then 
modify parameters of  an atmospheric model to produce a model spectrum and compare it 
with the data at the same spectral resolution (R) at which the data was collected. For this 
purpose we used the published values of R from the Gemini website†.  

It is customary to present planetary spectra as a radiance factor, i.e. the planet radiance 
divided by the incident stellar flux; we have not done this when fitting with ATMOF. 
Commonly the removal of telluric lines is approximated by division by a standard star 
spectrum. As we have more precisely removed the telluric lines using ATMOF, to present our 
spectra as radiance factor, we in fact have to divide by a solar spectrum. Any model we fit to 
spectra presented as radiance factor would also have to be divided by a solar spectrum (since 
it also includes light from the Sun as a direct beam source) which is a complication without 
benefit.   

Initial Neptune Model 

The parameters of the atmosphere model applied to our Neptune data primarily come directly 
from the most recent work of Irwin et al. [1]. Pressure and temperature profiles were taken 
from the results of the Voyager 2 radio occultations through the planetary atmosphere [15]. 
The methane profile used is that by Irwin et al. [1]: the deep methane mole fraction is set to 
4%, the maximum mole fraction limited to 60% saturation vapour pressure in the troposphere, 
but limited to 6x10-4 in the stratosphere; a value used previously by Karkoschka and Tomasko 
[16], being intermediate of those derived by Lellouch et al. [17] and Baines et al. [18]. The N2 
mixing ratio was set to a constant 0.3% [1], and the remainder at each level divided amongst 
H2 and He in the ratio 0.823/0.177 [15]. The atmospheric temperature, pressure, and gas 
mixing ratio profiles are shown in Fig. 2; they cover a pressure range between 3.5x10-4 to 6.3 
bar. The VSTAR, radiative-transfer calculations are performed by subdividing this range of 
pressures into 45 levels. VSTAR requires altitudes corresponding to pressure values, these 
were calculated according to, 
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where Δz is the change in altitude; Tz the temperature at that altitude; ΔP the change in 
pressure; Mz is the molecular mass at height z, calculated using the mixing ratios of the gases 
in the model; R the universal gas constant = 8.31432 N.m.mol-1K-1; g the gravity of Neptune, 
taken to be 11.1046 m.s-2[19]; and Lb the adiabatic lapse rate, having a value of 8.53x10-4 
K.m-1 [19]. The highest pressure in the model was then taken as zero altitude for reference. 

                                                
† http://www.gemini.edu/sciops/instruments/gnirs/spectroscopy 



Proceedings from 14th Australian Space Research Conference, 2014      Page 19

 

 

The CH4 line data used for the model are from laboratory measurements by the Grenoble 
group [20] made at cryogenic and room temperatures allowing the temperature dependence to 
be reliably determined. These line data have been shown to provide excellent models of the 
spectrum of Titan in the same wavelength region [2, 8, 21]. 

For the CH4 lines broadened by H2 we use the sub-Lorentzian line shape of Hartmann et al. 
[22], which has a far-wing χ-factor of 0.05882. We include collision-induced absorption 
between both H2-H2 and H2-He molecules, as well as Rayleigh scattering from H2, He and N2. 
Irwin et al. [1, 10] also included contributions from H2-CH4 and CH4-CH4 collision induced 
absorption, but the contributions from these should be less, and we have neglected them for 
the time being.  

Our cloud model was based on Irwin et al.’s thin cloud model, which they found to provide a 
very similar fit to their more sophisticated continuous distribution of cloud [1]. The cloud 
model is a bi-layer cloud model based on their earlier work [10] with a lower cloud layer, and 
an upper cloud layer, referred to as a haze, with the pressure of the upper haze being 
consistent with pressures retrieved by Gibbard et al. for their clouds [11]. Both layers are 
calculated with a Henyey-Greenstein phase function with asymmetry factor 0.7 and a 
modified-Gamma log-normal size distribution of particles with an effective radius of 1 µm, 
σ = 0.05, and the refractive index of the particles is set to 1.4+0i; this value is typical of giant 
planet condensates [1, 7]. In the upper haze the single scattering albedo was set to 0.45. For 
the lower cloud the single scattering albedo and optical depth were given the wavelength 
dependant profile shown by Irwin et al. [1], and reproduced in Fig. 3. 

For comparison, we also carried out preliminary cloud layer retrievals using Irwin et al.’s 
bright cloud model variant, in which the single scattering albedo of the upper cloud is 0.85 
[1]. The bright cloud model produced a lower altitude upper haze, as well as much greater 
lower cloud opacities than anything previously reported by Irwin et al. [10]. Together with the 
propensity of ATMOF to retrieve a thicker lower cloud rather than an upper haze regardless of 
which of the two models is used, this allowed us to conclude that the standard model was the 
more appropriate. 

 The model was calculated at a spectral resolution of 0.01 cm-1 before convolving to the 
instrumental resolution. Upon completion of modelling we checked our model spectra against 
one calculated with a spectral resolution of 0.001 cm-1 and found no discernable difference. 

Preliminary cloud layer fitting 

Our primary goal for this work was to obtain appropriate cloud base pressures and opacities to 
be used for the high resolution data (with obtaining an initial D/H ratio a secondary objective), 
to that end we fit these cloud parameters first with the initial values set to those given by Irwin 
et al. for their bright spot; lower cloud: 2 bar, 0.7; upper haze: 3.5x10-2 bar, 0.5. As our data 
has not been flux calibrated we also fit a scaling factor.  
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Fig. 2 The temperature-pressure profile (black) and retrieved cloud heights and optical 
depths (grey) shown together but represented by separate abscissa (left panel) and the gas 

mixing ratio profile (right panel) used in the Neptune model.  

 

Fig. 3 Lower cloud properties that vary with wavelength from Irwin et al. [1]. 
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Our modification to the Irwin et al. cloud model was to split the opacity of both clouds across 
two of our model layers‡ in a ratio determined based on the nominal pressure of the cloud 
layer as follows: where the pressure corresponds to the centre of the model layer all the 
opacity is placed in that model layer; if the pressure is less then some of the opacity is placed 
in the model layer above, if the pressure is more, some of the opacity is placed in the layer 
below; the fraction of opacity placed in the model layer above or below is determined by the 
pressure difference with that of the centre of the layer. This was done in order to supply 
ATMOF’s fitting routine with a continuously varying function, rather than a step-wise one – 
with which it deals poorly. A base pressure corresponding to the centre of the layer results in 
all of the opacity being placed in that layer, whereas a lower base pressure resulted in an 
increasing portion (up to half) of the opacity being placed in the lower layer. 

 

Fig. 4 Model fit to the data showing the contribution made by CH3D. Marked in the top panel 
are the regions of absorption due to the CH3D ν2+ν4+ν6A1, ν1+ν4+ν6E and 3ν2 bands. 

Cloud Layer and CH3D/CH4 Retrievals 

Only after the initial cloud parameters have been retrieved and the goodness of fit assessed do 
we fit for the initial D/H ratio as the sole parameter. Then, once ATMOF has achieved a 
                                                
‡ We therefore have two double-layer clouds. 
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solution, we refit the D/H ratio, along with all the cloud parameters and the scaling factor 
starting from the previously retrieved values. We find this to be most efficient and less prone 
to finding an erroneous local minimum as solution. 

The cloud parameters, of central pressure of the cloud layer and opacity respectively, retrieved 
for the upper haze were 8.7x10-2 bar, 0.45; and for the lower cloud  2.0 bar,  1.11, where the 
break-down of the optical depth into the layers of the model is shown pictorially in the left 
panel of Fig. 2. The retrieved CH3D/CH4 was 3.0x10-4. Fig. 4 shows the fit obtained by the 
model to our observational data, along with an otherwise identical model devoid of CH3D. 

Discussion and Further Work 

Most of the bright features seen by Irwin et al. were the result of thick upper hazes (around 
0.1 bar). On the 9th of September, 2011, however, they did observe one feature, like that we 
report here, that appears to have been due to a thick lower cloud [10]; this cloud was seen at 
similar latitudes to that which we report here. 

This is the first time we have used ATMOF to retrieve parameters for a planet other than 
Earth. The excellent agreement between our determination of CH3D/CH4 with that of Irwin et 
al. [1], and the sensible cloud parameters retrieved by assuming only one unknown parameter 
– the flux scaling factor, show that ATMOF can be adapted to work well to retrieve basic 
atmospheric parameters. Further development of this option will include a proper assessment 
of uncertainties in the derived parameters, that will help in assessing the uniqueness of models 
under consideration. 

As noted by Feuchtgruber et al. [9], recent determinations of the D/H ratio for Neptune (see 
Table 1), with which our value agrees, correspond to D/H ratios for the proto-planetary ices 
that are significantly less than those obtained so far for comets, which implies a formation 
location for Neptune well inside its current orbit [23].  

Despite a good agreement between our model and observed spectrum (Fig. 4) the most 
notable discrepancy is in the failure of the model to match the extremes of depth or height of 
the finer spectral features, a characteristic shared by Irwin et al.’s fits [1]. To test ATMOF we 
deliberately limited the number of model parameters we investigated for this work, which 
limited our ability to precisely fit the data. An obvious candidate for an extra parameter is the 
deep methane concentration. Here we adopted Irwin et al.’s recommended value of 4%, but 
the lower value of 2.2% has often been used in the literature based on the work of Baines et al. 
[1, 18] . Another possibility is an inaccurate line-shape model, as the one we are using was not 
specifically developed for the conditions of Neptune’s atmosphere. 

It should also be noted that our model does not contain CO. The value determined in the upper 
atmosphere, 1 ppm, has previously been used throughout the atmosphere [1]. CO lines if 
present will show up as distinct P and R branches between 1.570 and 1.582 µm. However, the 
spectrum is most sensitive to CO around the level of the lower cloud, and Irwin et al. [1] 
found best agreement in their dark band data (where smaller cloud opacities were retrieved) 
with no CO at all (but noted that this was affected by the modelled deep methane 
concentration). Whether this is also the case in a region with a thick reflective lower cloud is 
something to investigate. 

The next step is to flux calibrate our data and determine the uncertainties before re-
determining the cloud parameters using the method laid out here, and using these to fit our 
higher resolution spectra. It is anticipated that doing so will allow us to place tighter 
constraints on the D/H ratio.  
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Summary:  In the coming decades, the discovery of the first truly Earth-like exoplanets is 
anticipated. The characterisation of those planets will play a vital role in determining which 
are chosen as targets for the search for life beyond the Solar system. One of the many 
variables that will be considered in that characterisation and selection process is the nature of 
the potential climatic variability of the exoEarths in question.  
 
In our own Solar system, the Earth’s long-term climate is driven by several factors – 
including the modifying influence of life on our atmosphere, and the temporal evolution of 
Solar luminosity. The gravitational influence of the other planets in our Solar system add an 
extra complication – driving the Milankovitch cycles that are thought to have caused the on-
going series of glacial and interglacial periods that have dominated Earth’s climate for the 
past few million years.  
 
Here, we present the results of a large suite of dynamical simulations that investigate the 
influence of the giant planet Jupiter on the Earth’s Milankovitch cycles. If Jupiter was located 
on a different orbit, we find that the long-term variability of Earth’s orbit would be 
significantly different. Our results illustrate how small differences in the architecture of 
planetary systems can result in marked changes in the potential habitability of the planets 
therein, and are an important first step in developing a means to characterise the nature of 
climate variability on planets beyond our Solar system. 
 
 
Keywords:  Astrobiology, Exoplanets, Exo-Earths, Habitability, Jupiter, Milankovitch cycles 
 

 
Introduction 

 
The question of whether we are alone in the universe is one that has long fascinated mankind. 
In the past twenty years, we have made the first steps toward being able to answer that 
question. In 1995, astronomers announced the discovery of 51 Pegasi b [1] – the first planet 
found orbiting a sun-like star. In the first years after that discovery, news of new exoplanets 
came infrequently, as planets very different to those in our own Solar system were discovered 
(e.g. [2][3][4]). As time has passed, the techniques by which we detect exoplanets have been 
refined (as detailed in [11]), and the temporal baseline over which observations have been 
carried out has expanded. As a result, astronomers are now beginning to discover planetary 
systems that more closely resemble our own – such as those hosting “Jupiter Analogues”, 
giant planets moving on near-circular orbits that take of order a decade to complete (e.g. 
[5][6][7]). At the same time, improvements in the our ability to monitor the minute variations 
in a star’s brightness that reveal the transit of an unseen planet across its host star have 
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resulted in the detection of ever smaller planets. A thorough analysis of the data obtained by 
the Kepler spacecraft ([8][9]) has already resulted in the discovery of just over 1,000 planets1, 
including several that are significantly smaller than the Earth (e.g. [10]).  
 
It is now increasingly apparent that small planets are far more common than larger ones. This 
result is clearly seen in data taken by Kepler (e.g. [9][46][47]) and that obtained by radial-
velocity search programs (e.g. [48][49]). Building on this work, a number of new exoplanet 
search programs will soon begin that should further bolster the number of small exoplanets 
known. These feature both ground-based programs (including dedicated facilities such as 
MINERVA [50] and NRES [51]) and space-based surveys (the Kepler K2 mission [52], TESS 
[53] and PLATO [54]).  
 
With the rate at which new planets are being detected, and given the exciting new detection 
programs due to begin in coming years, it is likely that the first truly Earth-like planets 
(exoEarths) will soon be discovered. At that point, the search for life beyond the Solar system 
will become a key focus of astronomical research. However, the observations needed to 
characterise those planets, and search for any signs of life, will be incredibly challenging. The 
recent detection of water vapour in the atmosphere of a Neptune-sized exoplanet, HAT-P-11b 
[12] is a case in point. Despite the fact the planet is ~4 times the radius of Earth, and orbits its 
host star at around 1/20th the Earth-Sun distance, the detection still required the combination 
of 212 observations, totalling approximately 7 hours of integration time, using the Hubble 
Space Telescope’s WFC3 G141 grism spectrometer. To gather spectroscopic evidence for life 
in the atmosphere of an exoEarth will be a significantly greater challenge, and would require 
more detailed and lengthy observations – making it a costly and time consuming process2. For 
that reason, it is imperative that astronomers select the most promising targets for the search 
for life before beginning their observations. But how will those targets be selected? 
 
It is now thought that there are many factors that come together to render a given planet more 
or less habitable (e.g. [14], and references therein). One of the key factors to be considered is 
the stability of the climate of the planets in question. If all else were equal, it is reasonable to 
assume that the planet with the most stable climate would be the most promising target to 
search for life. It seems likely that otherwise ideal candidates could be rendered uninhabitable, 
should their climates vary too dramatically or rapidly for life to adjust and survive.  
 
In our Solar system, the Earth's orbit is perturbed by the gravitational interaction with the 
other planets. This interaction results in Earth's eccentricity, inclination, and tilt varying over 
time. These orbital changes cause the radiation received at Earth’s polar regions to vary over 
astronomical timescales, with periods of ~20 kyr and ~100 kyr. These cycles are known as 
Milankovitch cycles (e.g. [15][16][17]), and are thought to drive the glaciation/degalciation 
cycles observed over the last few million years (e.g. [18][19]). 
 
Despite the role played by the Milankovitch cycles in driving Earth’s climate and recent 
glaciations, the scale of the variations in Earth’s orbital elements is actually relatively small. 
The same is not true elsewhere in the Solar system, however. For example, Mercury exhibits 
Milankovitch cycles with far greater amplitude than those of the Earth – with an orbital 
eccentricity (currently ~0.21) that can reach values as high as 0.45 (e.g. [20][21]). Were the 
                                                           
1 As of 18 Feb 2015, the number of confirmed planets discovered by the Kepler spacecraft 
stands at 1013 (http://kepler.nasa.gov), with a further 4,175 candidates awaiting confirmation. 
2 To illustrate the difficulty performing such observations, we note that recent simulations (as 
detailed in [13]), suggest that even the James Webb Space Telescope, due to be launched in 
2018, will find it ‘nearly impossible to measure spectra of terrestrial analogs’ (section 2.1.3). 
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Milankovitch cycles on the Earth equally extreme, it would sometimes move on an orbit that 
brought it closer to the Sun than Venus, at perihelion, and take it out to almost the orbit of 
Mars, at aphelion. The effects on Earth’s climate might prove to be catastrophic, and it seems 
questionable whether life could survive, let alone thrive, on the surface of such a world.  
 
In this paper, we present the preliminary results of a new study that aims to bring together n-
body dynamical methods and climate modelling to assess the influence of planetary 
architecture on the climate of Earth-like planets. Here, we study the influence of the orbit of 
the planet Jupiter on the amplitude and frequency of Earth’s orbital oscillations. Our work 
builds on that presented at the 13th Australian Space Science Conference [22] by using a 
greatly expanded suite of dynamical integrations (both in terms of number and duration), and 
using a corrected and improved methodology to perform the relativistic corrections required 
to model the orbit of the planet Mercury.  
 
In the next section, we detail our methods, before presenting our preliminary results, and then 
conclude with a discussion of our plans for future work.  
  
 

Method 
 
In order to study how the architecture of the Solar system influences Earth’s orbital evolution, 
we use a modified version of the Hybrid integrator within the n-body dynamics package 
MERCURY ([23]). The standard version of the package models the dynamical interaction of 
test particles (both massive and massless) in a purely Newtonian sense. In addition, the 
modified version, developed for this work through the implementation of an additional user-
defined force, takes account of the first-order post-Newtonian relativistic corrections [24]. 
This allows the code to accurately model the evolution of the orbit of the planet Mercury, 
when using a solely Newtonian method would yield erroneous results (e.g. [25][26]). 
 
Using our modified version of MERCURY, we performed 159,201 simulations following the 
dynamical interaction of the eight planets in our Solar system for a period of 10 Myr. The 
initial orbits of all planets, except Jupiter, were held fixed throughout the suite of simulations, 
using the NASA DE431 [26] ephemeris to provide their current best-fit orbits. The simulation 
start epoch was taken as JD2450985.5, which corresponds to 00:00 21st June 1998, UT.  
 
In each of the simulations, we placed the giant planet Jupiter on a different orbit. The 
inclination and rotation angles of Jupiter’s orbit were identical in all cases, taken from the 
DE431 ephemeris. The semi-major axis and eccentricity of Jupiter’s orbit, however, were 
varied from one run to the next. 399 unique values of semi-major axis were simulated, evenly 
spread across a 4 au region, centred on Jupiter’s best-fit orbit (i.e. spanning the range 
5.203102 ± 2.000000 au). At each of the semi-major axes tested, 399 discrete values of 
initial orbital eccentricity were considered. These ranged from a circular orbit (i.e. e = 0.0) to 
one with moderate eccentricity (e = 0.4), again in even steps. As such, the tested Jovian orbits 
spanned a 399 x 399 grid in a-e space, giving us our 159,021 simulations. 
 
To maximise the accuracy of the orbital solution, a time-step of 1 day is used in each 
simulation. The orbital elements of each of the planets were output at 1,000-year intervals 
throughout the integrations. As a result of the large range of orbital elements considered for 
Jupiter, it was anticipated that at least some of the systems considered would prove 
dynamically unfeasible (as has often been observed when examining the dynamics of recently 
proposed exoplanetary systems – e.g. [27][28][29][30]). If any of the planets collided with 
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one another, or with the central body, the simulation was stopped, and the time at which the 
collision occurred was recorded. Similarly, if any planet reached a barycentric distance of 40 
au, that planet was considered ejected from the Solar system, and that integration was 
stopped, with the time recorded3.  
 
The results were used to create maps of the variability of the Earth’s orbital elements as a 
function of Jupiter’s initial semi-major axis and eccentricity. These maps, which build on 
earlier work studying the stability of proposed exoplanetary systems (e.g. [31][32]), give a 
quick visual guide to the degree to which the Earth’s Milankovitch cycles are influenced by 
small changes in the orbit of Jupiter, and we present a number of examples of such plots in the 
next section. We are currently in the process of taking the numerical results of our simulations 
(the orbital elements for the Earth across the various runs) and using them as input for simple 
climate models (e.g. [33]), to examine how the observed variability in Earth’s orbit might 
affect its climate. We anticipate that this analysis will be complete in the coming year. 
 
 

Preliminary Results 
 
Figure 1 shows the variation in the Earth’s orbital eccentricity (top panels, in red) and 
inclination (lower panels, in blue) for two exemplar simulations. The only difference between 
the two scenarios plotted was the initial semi-major axis chosen for Jupiter’s orbit. In the left 
hand plots, Jupiter began the simulations at its true location in the Solar system, based on 
NASA’s DE431 ephemeris (a = 5.203102 au). By contrast, the right hand plots show the 
scenario where Jupiter began the simulations at a = 3.203102 au. All other initial conditions 
were identical between these two simulations. It is immediately apparent that the amplitude of 
both the eccentricity and inclination excursions experienced by the Earth are broadly similar 
between the two runs. The maximum eccentricity in the scenario more closely resembling our 
own Solar system (left) was slightly higher than when Jupiter was closer to the Sun, but 
remained relatively small in both cases. However, the frequency of the cyclical behaviour in 
both eccentricity and inclination was much greater when Jupiter was placed closer to the Sun 
than when it began on its true orbit. Simply moving Jupiter inwards has had a significant 
effect on the Milankovitch cycles experienced by the Earth in these runs. 

                                                           
3 A barycentric distance of 40 au was chosen for the ‘ejection’ distance as a reasonable 
compromise that allowed us to determine when the Solar system had destabilised. For any of 
the planets to reach 40 au would require a major re-arrangement of the system’s architecture. 



Proceedings from 14th Australian Space Research Conference, 2014      Page 29

 
Fig. 1:  The variation in the Earth’s orbital eccentricity (top, red) and inclination (bottom, 
blue), for two of the versions of our Solar system studied in this work. The left hand data is 

from the system that most closely resembled our own, whilst the right is for the scenario 
where Jupiter was shifted inwards by a distance of 2 au. All other initial conditions were 
identical between the two runs. It is clear that, though the amplitude of the variations in 

eccentricity and inclination were broadly the same between these two runs, the speed at which 
the variations occurred was greater for the scenario where Jupiter was closer to the Sun. 

 
The exemplar cases shown in Figure 1 clearly demonstrate how changing Jupiter’s orbit can 
influence the Earth’s Milankovitch cycles. However, changes to Jupiter’s orbit can also have a 
much more dramatic effect – they can cause the Solar system to become unstable on very 
short timescales. As a result of the wide range of orbital architectures tested in this work, we 
found that a significant fraction of the Solar systems we created proved to be dynamically 
unstable, falling apart long before the end of our 10 Myr integrations. The stability of the 
Solar system as a function of Jupiter’s initial semi-major axis and orbital eccentricity can be 
seen in Figure 2. Of the 159,021 versions of our Solar system we tested, almost 74% (117,549 
systems) proved dynamically unstable within the ten million years of our simulations. The 
great majority of these featured Jupiters that were initially placed on orbits more eccentric 
than that displayed by our own Jupiter. However, there were values of initial Jovian semi-
major axis where the Solar system was rendered unstable even for circular initial Jupiter 
orbits (such as those at around 4.25 and 4.95 au, where Jupiter and Saturn start in mutual 10:3 
and 8:3 mean motion resonance, respectively). Similarly, there are two regions where the 
Solar system would remain stable even for moderately eccentric Jupiters – around 4.6 and 6 
au. Once again, these are locations where Jupiter and Saturn would move on mutually 
resonant orbits – namely the 3:1 and 2:1 mean motion resonances, respectively. 
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Fig. 2:  The stability of the Solar system as a function of the initial semi-major axis, a, and 
eccentricity, e, of Jupiter’s orbit. In these integrations, the initial orbits of the other planets 

were held at their DE431 ephemeris values, and their evolution was followed for 10 Myr 
under the influence of their mutual gravitation. The left plot shows the lifetime of each system 

on a linear scale, whilst the right shows the same information on a logarithmic scale. It is 
clear that the majority of systems were unstable, even on the short timescales considered.  

 
The resonant features described above are clearly seen in the left panels of Figure 3, which 
shows the fraction of unstable simulations (top) and mean lifetime (bottom) of the Solar 
system as a function of Jupiter’s initial semi-major axis and eccentricity. Both unstable and 
stable resonant features can be seen as troughs and peaks overlaid on a gradual trend to lower 
stability the closer Jupiter moves toward Saturn. The situation is more clear-cut when one 
considers the influence of eccentricity on the system’s stability. Even scenarios featuring 
Jupiter on an initially circular orbit can prove unstable – but away from the destabilising 
influence of resonances (as seen in Fig. 2), the great majority of low-eccentricity solutions 
prove stable on the timescales considered in this work. Aside from those resonant regions, it is 
generally the case that scenarios where Jupiter has an initial orbital eccentricity less than 
~0.125 prove dynamically stable – although this critical value is somewhat higher at low 
semi-major axes, and lower at greater semi-major axes. This transition region is evidenced in 
the right-hand panels of Figure 3 by the shoulder visible at e ~ 0.1, where the unstable fraction 
begins to climb more rapidly, and the mean lifetime begins to fall off more steeply.  
 
For those regions where the system survived for the full 10 Myr of integration time, we have 
mapped the variability of the Earth’s orbital elements as a function of time. In Figure 4, we 
show the variability of the Earth’s orbital eccentricity over the integration period. In the left 
hand panel of that plot, we show the rms time variability of Earth’s eccentricity, plotted on a 
logarithmic scale. In general, the closer to the Sun the initial orbit of Jupiter, the more rapidly 
the Earth’s orbital eccentricity is driven to vary. As a second-order effect, the more eccentric 
the initial orbit of Jupiter, the more rapid are Earth’s eccentricity excursions. This effect is 
particularly apparent in the strips of stability located at location of the 2:1 and 3:1 mean-
motion resonances between Jupiter and Saturn. 
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Fig. 3:  The fraction of our simulations that proved dynamically unstable (top) and the mean 
lifetime of those integrations (bottom), as a function of the initial semi-major axis (left) and 
orbital eccentricity (right) of Jupiter. The increasing instability of the systems tested as a 

function of orbital eccentricity can be clearly seen in the right hand panels, whilst the 
influence of mean-motion resonances (such as the 3:1 and 2:1 MMRs between Jupiter and 

Saturn, at ~4.6 and 6.0 au respectively) can be clearly seen in the left hand panels. 
 
The right-hand panel of Figure 4 shows the maximum eccentricity obtained by the Earth over 
the course of our integrations, again for those simulations where the Solar system survived 
intact for the full simulation time. In contrast to the rate at which Earth’s eccentricity is driven 
to change, the scale of its maximum excursions seems unrelated to the initial orbital semi-
major axis of Jupiter. Instead, it seems to be a function of the degree of stability of that 
planet’s orbit. In general, towards the centre of the broad regions of stability, the maximum 
eccentricity obtained by the Earth’s orbit is low, with it rising towards the edges of the stable 
regions – an indication that the Solar system is in the process of transitioning between a more 
stable and a less stable regime in those areas.  
 
Figure 5 shows the variation of the Earth’s orbital inclination over the course of our 10 Myr 
simulations. As with Figure 4, the left-hand panel shows the rms rate of change of Earth’s 
orbital inclination, plotted on a logarithmic scale, whilst the right hand plot shows instead the 
maximum excursions seen in orbital inclination. As was the case with the rate at which 
Earth’s orbital eccentricity was driven, it is clear from the left-hand panel of Figure 5 that the 
rate of inclination change is a strong function of Jupiter’s initial semi-major axis. The closer 
that Jupiter orbits, the more rapidly the Earth’s orbital inclination is driven. When taken in 
concert with the results shown in the left-hand panel of Figure 4, this is an indication that the 
frequency of the Milankovitch cycles might be a strong function of Jupiter’s initial orbital 
location – the greater the Earth-Jupiter separation, the more slowly the cycles progress. Future 
work is necessary, however, before this conclusion can be confirmed. 
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Fig. 4: The variation of the Earth’s orbital eccentricity, as a function of Jupiter’s initial 
orbital semi-major axis and eccentricity. The left hand panel shows the variation in the root-
mean-squared value of the rate of change of Earth’s orbital eccentricity with time, whilst the 

right shows the maximum value that eccentricity obtained over the 10 Myr of our integrations. 
The red square in the plots shows the location of Jupiter in our own Solar system. 

 
The right hand panel of Figure 5 shows the maximum inclinations obtained by the Earth 
across the stable 10 Myr integrations we performed. The great majority of stable solutions 
show only very small excursions in inclination. There are, however, three bands (located at 
~4.1, 4.7 and 6.3 au) where Earth’s orbital inclination varies over a larger range. The band of 
values around ~15 degrees, at ~4.1, may well be the result of the 7:2 mean-motion resonance 
between Jupiter and Saturn, which would occur at ~4.14 AU. That narrow band at around 6.3 
au is somewhat more mysterious, but given the apparent curved nature of the band (with an 
extension potentially visible at a ~6 au, e ~0.2) suggests that it may be the result of a secular 
resonance between the three planets in question (Jupiter, Saturn, and the Earth). Again, further 
work is needed to confirm or deny our suspicions in this case. 
 

 
 

Fig. 5: The variation of the Earth’s orbital inclination, as a function of Jupiter’s initial semi-
major axis and eccentricity. Left: The RMS value of the rate of change of the Earth’s orbital 

inclination with time. Right: The maximum inclination attained by the orbit of the Earth’s 
over the 10 Myr of our integrations. The red square in the left-hand plot shows the location of 

Jupiter’s orbit within our own Solar system. 
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Future Work 
 
We are currently in the process of taking the orbital elements output for the many Earths in 
our integrations and using them as the input for detailed climate modelling, to determine how 
the changes in Earth’s orbital variability (as illustrated in Fig. 2 and Fig. 4) would influence 
the climate of our planet. It is not necessarily the case that large excursions in orbital 
eccentricity and inclination would render the climate less clement for the development of life 
– clearly the rate at which variations occur will play an important role in determining the 
climatic response to the Milankovitch cycles themselves (e.g. [34]).  
 
Once we have a firm handle on the interaction between the Solar system’s architecture and the 
Earth’s climate variability, we will look to extend our modelling to consider planets in the 
habitable zone of known exoplanetary systems. Our long term goal is to construct a 
systematic approach by which the potential habitability of such planets can be quickly 
assessed, so that the best possible candidates can be selected for the search for life elsewhere. 
Such studies will form a critical component of the search for life beyond the Solar system, and 
will complement studies of the other factors that can influence planetary habitability – ranging 
from stellar activity (e.g. [35][36][37]) to the impact regimes (e.g. [38][39][40][41]) and 
delivery of volatiles (e.g. [42][43]) that might be experienced by potential targets, and even 
the presence (or lack) of giant satellites (e.g. [44][45]). 
 
Taken in concert, these studies will eventually provide a vital resource that will help observers 
to target those exoplanets that offer the greatest likelihood of hosting life like that seen on the 
Earth (e.g. [14]). Since studying the Milankovitch cycles will provide important information 
about potential exoEarth climate variability, we anticipate that astronomers will want to 
obtain as much information as possible prior to committing the extremely complicated 
observations that will be necessary to look for biomarkers on newly discovered planets. 
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Summary: In this work we present the results of a suite of dynamical simulations following the 
orbital evolution of 8,022 hypothetical “Centaur” objects. These Centaurs begin our integrations 
on orbits trapped within the 2:1 mean motion resonance with Neptune, and we follow their 
dynamical evolution for a period of 3 Myr under the gravitational influence of a motionless Sun 
and the four Jovian planets.  
 
The great majority of the test particles studied rapidly escaped from Neptune’s 2:1 mean motion 
resonance, and diffused throughout the outer Solar system. The average libration time of 
Centaurs in the 2:1 mean motion resonance of Neptune was found to be just 27 kyr – although 
two particles did remained trapped in that resonance for more than 1 Myr. Upon leaving the 2:1 
resonance, the majority of test particles evolved by a process of random walk in semi-major axis, 
due to repeated close encounters with the giant planets. 
 
Keywords: Centaurs, Celestial Mechanics: Mean Motion Resonances, methods: n-body 
simulations, Uranus Trojans, Comets 
 
 
Introduction 
  
Small bodies in the Solar system exist in orbits that extend from within that of the Earth to 
beyond Neptune’s, and are collectively the detritus left behind from the formation of our 
planetary system. The hazard that these small bodies pose to Earth has been brought to public 
attention in recent years by the meteor strike in Chelyabinsk, Russia, in Feb. 2013 that injured 
over 1,100 people [1]. Numerous very close approaches between small bodies and the planets 
have also been observed, such as the near miss of 2012 DA14 [2][3] and 2014 HQ124 [4] with 
Earth and the close approach of comet C/2013 A1 (Siding Spring) [5][6][7] to Mars in Oct. 2014.  
 
Two spectacular collisions between a planet and a small body occurred in the 20th century. In 
1908 a small body exploded over Tunguska, Russia flattening an area of 2,150 km2 [8][9][10] 
and in 1994, comet D/1993 F2 (Shoemaker-Levy 9) split into 21 pieces before colliding with 
Jupiter [11]. The collision left dark spots on the planet which lasted over a year [12]. The size 
and persistence of the scars left behind by the impacting cometary fragments illustrates the 
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damage collisions between small bodies and planets can cause. Indeed, the energy contained in 
an impacting small body can be enough to cause an extinction level event. Such collisions have 
been proposed in order to explain a number of historical mass extinction events – most famously 
that which occurred some 65 Myr ago, resulting in the death of the dinosaurs [13]. Thus, one 
reason for studying small bodies of the Solar system is because of the potential hazard they pose. 
 
Small bodies with initial orbits near Earth are not the only ones with the potential for an Earth 
strike. The immediate threat to Earth comes from three distinct populations of objects – the Near-
Earth Objects (such as the Chelyabinsk impactor), the short-period comets (such as comet 
Shoemaker-Levy 9), and the long-period comets (such as comet Siding Spring). Each of these 
threatening populations are dynamically unstable, and are continually replenished from 
reservoirs of rocky or icy bodies further from the Sun [14][15][16][17]. The exact definition of 
each class of small body differs from one researcher to the next. Traditionally, Near Earth 
Objects (or NEOs) have been classified into three groups [18]. These are: 
 
Atens – Objects with orbital semi-major axes less than that of the Earth whose orbits cross our 
own 
Apollos – Objects with orbital semi-major axes greater than that of the Earth’s, whose orbits 
cross the Earth’s  
Amors – Objects with orbits exterior to Earth’s, and perihelia within 1.3 AU, that do not cross 
Earth’s orbit 
 
More recently, the discovery of Near-Earth Asteroids whose orbits are entirely within that of the 
Earth has resulted in the addition of a fourth sub-class – the Atira or Apohele asteroids, whose 
aphelia are closer to the Sun than the Earth’s perihelion distance (e.g. [19]). In addition, those 
NEOs that can approach to within 0.05 AU of Earth are classified as Potentially Hazardous 
Astereoids or PHAs [20][21]. Currently 1,548 PHAs are known [20].  
 
Objects that display noticeable activity (such as outgassing, or the presence of a tail) are 
classified as cometary. Amongst those bodies, the short-period comets are defined to be those 
having an orbital period of less than 200 years [22]. The Minor Planet Center refers to these as 
periodic comets [23]. The population of short period comets is replenished by the Centaurs [24]. 
The Centaurs are a group of small rock-ice bodies with semi-major axes between Jupiter and 
Neptune and perihelia beyond that of Jupiter’s [21][22][25]. The frequency of the flux of 
Centaurs into a new Earth-crossing orbit is estimated to be 1 every 880 years [26]. Though the 
possibility of an eventual Earth collision with a Centaur is an order of magnitude lower than that 
of a Main Belt Asteroid, the threat is non-zero and more likely than a collision with a Long 
Period Comet [14][15][17]. 
  
Numerical studies show that small bodies in orbits beyond Earth’s can be transported to the inner 
Solar system over time via the gravitational perturbation of their orbits [27]. Over their lifetime, 
small bodies may also enter into a mean motion orbital resonance with a planet. A mean motion 
orbital resonance occurs when the orbital periods of two bodies exist in a ratio of two small 
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integers 𝑟𝑟: 𝑠𝑠. For example, Saturn orbits the Sun in about 29.5 years and Jupiter in about 11.86 
years. Dividing these orbital periods yields almost 2.5 which is equal to the ratio 5:2. Thus, it can 
be said that Saturn and Jupiter are nearly in a 5 to 2 mean motion orbital resonance. In other 
words, Jupiter completes five complete orbits in the time it takes Saturn to complete two. For a 
body to be considered stuck in a resonance, the principal resonant angle associated with that 
resonance must also librate or change very slowly [40]. In the case of the 2:1 mean motion 
resonance of Neptune, the principal resonant angle is defined by  

 
       2𝜆𝜆𝑁𝑁 − 𝜆𝜆 − 𝜛𝜛            (2) 

 
Where 𝜆𝜆𝑁𝑁 is the mean longitude of Neptune, 𝜆𝜆 is the mean longitude of the small body (𝜆𝜆 = 𝑀𝑀 +
𝜛𝜛, where 𝑀𝑀 is the mean anomaly) and 𝜛𝜛 is the longitude of perihelion of the small body. 
 
Small bodies in mean motion resonances can either be in stable or unstable orbits. Some 
resonances are unstable due to the fact that they overlap with others. Over time, the eccentricity 
of these orbits increases leading to planetary orbit crossings or the objects colliding with the Sun 
[28][29]. Small bodies remain in these resonances for relatively short amounts of time. However, 
populations of small bodies also exist in stable mean motion resonances where they can remain 
for relatively longer periods of time. Examples include Jupiter Trojans (1:1 resonance with 
Jupiter; e.g. [30][31]) Neptune Trojans (1:1 resonance with Neptune; e.g. [32]), Hilda asteroids 
(3:2 resonance with Jupiter; e.g. [33]) and Plutinos (2:3 resonance with Neptune; e.g. [34]).  

  
When a small body enters a stable mean motion orbital resonance with a planet, it becomes stuck 
in the resonance meaning that the semi-major axis of its orbit librates (oscillates in a quasi-
periodic fashion) about the resonance location. This is known as resonance sticking [29][35].  
 
Small bodies which orbit between Mars and Jupiter (in the asteroid belt) have received more 
attention in the literature than those that orbit between Jupiter and Neptune (the Centaurs) [36]. 
In this work, we present the initial results of a study of the dynamical behavior of bodies trapped 
in the 2:1 mean motion resonance of Neptune, and their orbital evolution after leaving it. First, in 
the following section, the theory of mean motion resonances, taxonomy of small bodies, and 
dynamical classification of Centaurs are discussed. We then present the method used to carry out 
the study, and describe how the resulting data were analyzed. Finally, we present and discuss our 
results, and detail our plans for future work. 
 
 
Theory 
 
The location of a given mean motion resonance for a planet, 𝑎𝑎𝑀𝑀𝑀𝑀𝑀𝑀, can be derived using the 
semi-major axis, ap, of the planet, and the orbital period ratio of the resonance in question (s/r), 
using Kepler’s 3rd Law. The result is: 
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    𝑎𝑎𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑎𝑎𝑝𝑝(

𝑠𝑠
𝑟𝑟)

2 3⁄             (1) 

 
[37]. Here ap is a planet’s semi-major axis. The resonance is exterior to the planet’s orbit if 𝑟𝑟 < 𝑠𝑠 
and interior if 𝑟𝑟 > 𝑠𝑠. If 𝑟𝑟 = 𝑠𝑠 then any small body in that resonance is called a Trojan asteroid 
[37][38]. In this paper, interior resonances are stated using the following format:  “larger 
number:smaller number”. For example the 2:1 mean motion resonance of Neptune is interior to 
the planet Neptune, but the 1:2 resonance is exterior to Neptune. Resonances actually exist in a 
region of a-e space, rather than at just one location, so it is possible that two resonances can 
overlap [39]. The location of the 2:1 mean motion resonance of Neptune is centered at 18.94 AU 
from the Sun. This is very close to the orbit of the planet Uranus, which lies at a = 19.19 AU. 
Neptune and Uranus are therefore very nearly in a 2:1 resonance with each other (with a period 
ratio of ~1.96), and as a result, the 2:1 resonance of Neptune and the Trojan region of Uranus 
overlap in a-e space. This potentially increases the instability of the orbits of any small bodies 
librating in this region [37][40].  

The gravitational influence of the planets also perturbs the osculating orbital parameters of small 
bodies, even when the small body is not in a mean motion resonance. This is especially true 
during close planetary encounters. As bodies are often classified using osculating orbital 
parameters, the classification of a small body will often change during its dynamical lifetime 
[24]. Common orbital quantities used to classify small bodies include the semi-major axis, a, 
eccentricity, e, perihelion distance, q, and the Tisserand parameter, 𝑇𝑇𝑝𝑝, defined as:  
 

    𝑇𝑇𝑝𝑝 =
1
𝑎𝑎
𝑎𝑎𝑝𝑝
+ 2√ 𝑎𝑎

𝑎𝑎𝑝𝑝
(1 − 𝑒𝑒2)𝑐𝑐𝑐𝑐𝑠𝑠𝑖𝑖            (3) 

 
Where i is the small body’s orbital inclination with respect to the plane of the planet’s orbit 
[41]. At any moment in time, the Tisserand parameter for a given small body will be different for 
the different planets. The Tisserand parameters of Jupiter, Saturn, Uranus and Neptune can be 
denoted as TJ, TS, TUand T𝑁𝑁 respectively.  
 
Over the years, a variety of different classification schemes have been put forward to identify 
different types of Solar system small bodies (e.g. [42][22][25]). In this work, we follow the 
classification scheme detailed in Table 1. 
 
Table 1 One possible taxonomy for small bodies of the Solar system. 

TYPE 𝑻𝑻𝑱𝑱 a (AU) 𝒒𝒒 (AU) REFERENCE 

Centaur  - aJupiter < a < 
aNeptune 

> aJupiter [21] 

Encke-Type Comet > 3 < aJupiter - [43] 
Jupiter Family Comet  2 < 𝑇𝑇𝐽𝐽 < 3 - - [43] 

Halley-Type Comet < 2 < 40 - [42] 

Trans Neptunian Object 
(TNO) - > aNeptune - [21] 

Ambi-Neptunian Object  > aNeptune < aNeptune  
Kuiper Belt Object (KBO) - aNeptune < a < 48 - [35] 
Scattered Disk Object 
(SDO) - 48 < a < 1,000 > aNeptune [35] 

Oort Cloud Object  - > 1,000 - [44] 
 
As for Centaurs, [41] and [36] state that Centaurs can be categorized in one of two dynamical 
classes referred to as ‘random walk’ and ‘resonance hopping’. If the standard deviation, 𝜎𝜎, of the 
semi-major axis values of a Centaur varies in time according to a power law given by: 
 

        𝜎𝜎 = (2𝐷𝐷𝐷𝐷)𝐻𝐻            (4) 

 
then the Centaur is classified as a random-walk Centaur. Here 𝐷𝐷 is time, 𝐷𝐷 is the diffusion 
coefficient and 𝐻𝐻 is the Hurst exponent [45]. In this case the semi-major axis is also said to 
undergo diffusion. From this equation it can also be shown that 
 

𝑙𝑙𝑙𝑙𝑙𝑙10(𝜎𝜎) = 𝐻𝐻𝑙𝑙𝑙𝑙𝑙𝑙10(𝐷𝐷) + 𝑐𝑐𝑙𝑙𝑐𝑐𝑐𝑐𝐷𝐷𝑐𝑐𝑐𝑐𝐷𝐷           (5) 

 
i.e. the log of the standard deviation varies linearly with the log of time. Centaurs whose semi-
major axis values are not dominated by diffusion tend to jump from one resonance to another. 
These bodies are classified as resonance-hopping Centaurs. Resonance sticking dominates their 
dynamics. Centaurs may also display behavior of both types during their lifetimes [41]. 
 
Method 
 
8,022 massless test particles were integrated for 3 Myr in the 6-Body problem (a motionless Sun; 
Jupiter, Saturn, Uranus, Neptune and test particle) using the regularized mixed-variable 
symplectic (RMVS) method in the SWIFT software package [46]. The time step used was 40 
days, and data were output at intervals of 2 kyr. The initial values for a, e and i of the test particle 
orbits were randomly chosen from these ranges:  18.92 AU < a < 19.16 AU, 0 < e < 0.7, and 0° < 
i < 40°. The initial a, e and i of the orbits of the giant planets were obtained directly from the 
standard SWIFT installation. The unusual range of a was because of the way in which the 
SWIFT integrator behaves. An a range symmetric about the resonance location was input, 
however this is the range that SWIFT used. Though odd, the range is totally usuable for this 
study. Both the planets and the test particles were initially placed at random locations in their 
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orbits. The arguments of perihelion and longitudes of the ascending node were also randomised. 
Test particles were removed from the simulation by colliding with a planet, approaching too 
close to the Sun (~0.005 AU), obtaining a parabolic or hyperbolic orbit (e > 1), or by entering the 
Oort Cloud (defined as reaching a barycentric distance of 1,000 AU).  
 
Once the simulations were complete, a random sample of 75 test particles was chosen, and their 
orbital elements plotted as a function of time, in order to determine approximate maximum 
allowed amplitudes of osculating and average semi-major axis within which a test particle is 
considered to display libration-like behavior about the 2:1 Neptunian mean motion resonance. 
Since the chosen data output period was too large for the true resonant angles to be determined (a 
compromise chosen to ensure the simulations could run in a reasonable amount of time), test 
particles are said to display only pseudo-librational behavior about the resonance, rather than true 
libration.  
 
To determine the libration times, the dynamical lifetime of each test particle is divided into 10 
kyr windows of time. If the last window has a duration of < 10 kyr then it is ignored. For 
example, if the dynamical lifetime of a test particle is 216 kyr then its lifetime is divided into 21 
10 kyr windows, and the last 6 kyr are ignored.  
 
To determine the longest consecutive libration time of a test particle, the average semi-major 
axis in each window is calculated and subtracted from the resonance location to calculate the 
amplitude. The maximum osculating semi-major axis value in the window is also determined. If 
both the amplitude of the average and osculating values of a are smaller than their respective 
maximum limits of 0.125 AU and 1.15 AU respectively from the resonance location, then the 
test particle is said to display libration-like behavior in the window. The largest number of 
consecutive windows displaying libration-like behavior is then determined, and multiplied by 10 
kyr to find the total libration time.  
 
The dynamical class of a sample of test particles is determined using the quantitative method of 
[41]. This method begins by finding the time interval within which 10 values of osculating semi-
major axis occur. The dynamical lifetime is then divided into windows of time each equal to this 
interval, allowing consecutive windows to overlap by half a time interval. Any windows of 
duration longer than one-quarter the total time are discarded. The standard deviation of semi-
major axis in each time window is calculated, and then the values are averaged over all windows. 
Following this, the process is repeated using up to 16 different window time intervals. To find 
the duration of other time intervals, we take the log base ten of the total number of data points 
during the dynamical lifetime of the test particle and subtract the log base ten of the fewest data 
points in any window (which is 10) and then dividing the difference by 16. Finally, find the slope 
of the graph of log10 of average standard deviation vs. log10 of window length. Following [41], 
we classify a test particle as “random-walk” if the slope of this graph lies between 0.22 and 0.95 
and the correlation coefficient is > 0.85. If the correlation coefficient is between 0.7 and 0.85 the 
dynamical class is found qualitatively. We consider a test particle to be a “resonance-hopping” 
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Centaur if the slope is outside of this range and the correlation coefficient is < 0.9. Otherwise the 
dynamical class is found qualitatively. 
 
Results and Discussion 
 
Figure 1 shows the distribution of the test particles studied in this work in semi-major axis, at the 
start and end of our simulations (i.e. at t = 0 and 3 Myr). Of the 8,022 particles studied, 4,967 test 
particles survive after the full integration time, and move with semi-major axes in the range 5 
AU – 35 AU at that time. Comparison of the two histograms shows that many of the test 
particles have diffused throughout the Solar system, escaping from the vicinity of the 2:1 
resonance with Neptune in the process. The shape of the histogram at 3 Myr is roughly Gaussian 
with a peak within 19 AU – 19.5 AU. This overlaps the initial region and the orbit of Uranus. 
 

 
Figure 1. A histogram of the semi-major axis of test particles at the start (top; t = 0 Myr) and 
end (bottom; t = 3 Myr) of our simulations. The bin size is 0.5 AU for both histograms. At t = 0 
Myr, 7,128 test particles are in the bin between 18.5 AU and 19 AU, and 894 test particles are in 
the bin between 19 AU and 19.5 AU.  At the end of the simulations, 4,967 test particles survive in 
the range 5 AU < a < 35 AU. The diffusion of the test particles over time is clearly seen. 
 
The number of test particles entering each class of small body at some point during their lifetime 
and the average time spent in each class is shown in Table 2. Of the classes inward from the 
Centaur region, the Jupiter Family Comet class (JFC) had the highest percentage of test particles 
entering the class, at 35.7%. Only 1.9% of our test particles became Encke-type comets. This 
result is not particularly unexpected – Encke-type comets are almost decoupled from the 
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influence of Jupiter, and so are relatively dynamically stable. However, that stability in turn 
means that it is relatively difficult for objects to become captured on such orbits in the first place. 
5.7% of the test particles studied became Mars crossers and a mere 3.1% became Earth crossers. 
Thus, the possibility of a Centaur coming from an orbit near Uranus and colliding with Earth 
within 3 Myr is small but nonzero. Of the classes outward from the Centaur region, KBO had the 
highest percentage of test particles entering the class at 53.7% and Ambi-Neptunian Object was 
2nd at 47.8%. Only 0.11% became SDOs. 
 
In regards to time spent in each class, the Centaur class had the highest average percentage of 
occupancy time of any class at 75% of a test particle’s lifetime. Earth crossers and Mars crossers 
had the lowest average percentages of occupancy time overall at 3% and 3.7% respectively. JFCs 
spent on average 26% of their lives in the class. Encke-type comets had the highest average time 
of occupancy of the inward classes at 33%. Of the classes outward from the Centaur region KBO 
had the highest average occupancy time at 14.9% of a test particle’s lifetime. The Ambi-
Neptunian Object class had an average occupancy time of 27%. 
 
About one-third of the test particles were removed from the integration by entering the Oort 
Cloud, obtaining a barycentric distance greater than 1,000 AU or by solar system ejection. 1.9% 
of test particles collided with the Sun.  
 
Table 2 the number of test particles that entered each class of small body out of 8,022 and the 
average percentage of their lives spent in that class once there. 
Class Oort 

Cloud 
Encke-
Type 
Comet 

JFC Centaur Halley-
Type 
Comet 

KBO SDO Earth 
Crosser 

TOTAL 399 154 2,864 8,022 109 4,312 9 249 
Avg 
%Time 

- 33% 26% 75% 14% 14.9% 10% 3% 

 
Class Ambi-Neptunian 

Object 
Mars Crosser 

TOTAL 3,831 455 
Avg 
%Time 

27% 3.7% 

 
Qualitative analysis showed that, whilst a given test particle displayed libration-like behavior 
about the 2:1 resonance, its osculating semi-major axis remained within 1.15 AU of the 
resonance location, and its mean semi-major axis remained within 0.125 AU of that location 
while a test particle displayed libration-like behavior about the resonance. Using these bounds, it 
was discovered that 2,036 test particles librated within the resonance for at least 10 kyr, 97 for 
100 kyr or more and 2 for more than 1 Myr. The mean libration time for test particles that were 
trapped for at least 10 kyr was found to be 27 kyr, and the median time was 10 kyr. The longest 
libration time observed was 1,100 kyr, as shown in Figure 2. 

 

 
Figure 2. The libration of the most long lived 2:1 resonant object in our sample. The dashed line 
denotes the central location of the 2:1 resonance with Neptune. The initial orbital parameters for 
this test particle were a = 18.95 AU, e = 0.205 and i = 29.2°. 
 
The dynamical classes of a random sample of 218 Earth-crossing test particles were determined. 
Given the recent interest in potentially hazardous objects, the particles that became Earth-
crossing in this study are of particular interest. 35% of the test particles in the sample were 
identified as resonance-hopping Centaurs, whilst 65% were found to be random-walk Centaurs. 
Thus, the most likely method of dynamical transport of a Centaur to the inner Solar system is a 
random walk. Two case studies are shown in Figures 3 and 4. 
 

 
Figure 3. The first 2 Myr in the evolution of the semi-major axis of an exemplar test particle that 
eventually became an Earth-crossing object. Throughout this period, the particle is best 
classified as a resonance-hopping Centaur. Note the periods of libration in various resonances, 
which appear as nearly horizontal bands in the graph. This test particle later became an Earth 
crosser at 2.39 Myr. Data points beyond 25 AU are not shown, for clarity. Its initial orbital 
parameters were a = 18.99 AU, e = 0.063 and i = 37° respectively. 
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Figure 4. The evolution of the semi-major axis of an exemplar test particle that evolved to 
become an Earth-crossing object after a protracted period of random walking throughout the 
outer Solar system. It is classified as a random-walk Centaur. Note the lack of horizontal bands 
in the graph (aside from a short resonant capture at ~600 kyr). The test particle became an 
Earth crosser at about 2.65 Myr. Its initial orbital parameters were a = 19.02 AU, e = 0.44 and i 
= 23° respectively. 
 
Conclusions and Future Work 
 
Dynamical simulations were carried out of the evolution of 8,022 massless test particles, initially 
located in the vicinity of the 2:1 Neptunian mean-motion resonance, over a period of 3 Myr. The 
average libration time of test particles displaying libration-like behavior in the vicinity of the 
resonance for at least 10 kyr was found to be 27 kyr, and the median time was 10 kyr.  
 
Just over one-third of test particles became JFCs, and just over half became KBOs. A negligible 
amount of test particles became SDOs which shows that most Centaurs do not evolve into orbits 
beyond the Kuiper belt with perihelia beyond Neptune’s orbit. Less than 6% became Mars 
crossers and 3.1% Earth Crossers. This shows that the odds of a Centaur diffusing from an orbit 
near Uranus to an Earth-crossing orbit within 3 Myr is low but non-zero. Thus, this study 
supports the idea that Centaurs do represent a threat to Earth. 
 
Of the taxonomical classes inward from the resonance, the Encke-type comet class had the 
highest average occupancy time at 33%. Of the outward classes, KBO had the highest average 
occupancy time at 14.9% of a test particle’s lifetime.  
 
65% of a sample of Earth crossers were random walkers and 35% resonance-hoppers. Graphs of 
semi-major axis vs. time for resonance-hopping Centaurs tend to have long horizontal bands, and 
those of the random-walk Centaurs tend to lack long horizontal bands.  
 
Future work will be to determine the separatrices (boundaries) of the resonance in a-e space and 
the likelihood of capture as a Trojan of any Jovian planet. 
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Summary:  In many ways, the HR 8799 planetary system resembles our Solar system more 
closely than any other discovered to date – albeit significantly younger, and on a larger and 
more dramatic scale. The system features four giant planets and two debris belts. The first of 
these belts lies beyond the orbit of the outermost planet, and mirrors the location of our Solar 
system’s Edgeworth-Kuiper belt. The second, which has yet to be fully observationally 
characterised, lies interior to the orbit of the innermost known planet, HR8799 e, and is an 
analogue to our Asteroid Belt. With such a similar architecture, the system is a valuable 
laboratory for examining exoplanetary dynamics, and the interaction between debris disks and 
giant planets. 
 
In recent years, significant progress has been made in the characterisation of the outer of 
HR8799’s debris disks, primarily using the Herschel Space Observatory. In contrast, the inner 
disk, which lies too close to its host star to be spatially resolved by that instrument, remains 
poorly understood. This, in turn, leaves significant questions over both the location of the 
planetesimals responsible for producing the observed dust, and the physical properties of 
those grains.  
 
We have performed the most extensive simulations to date of the inner, unresolved debris belt 
around HR 8799, using UNSW Australia's supercomputing facility, Katana. In this work, we 
present the results of integrations following the evolution of a belt of dynamically hot debris 
interior to the innermost planet, HR8799 e, for a period of 60 million years, using an initial 
population of 500,000 massless test particles. These simulations have enabled the 
characterisation of the extent and structure of the inner belt, revealing that its outer edge must 
lie interior to the 3:1 mean-motion resonance with HR8799 e, at approximately 7.5 au, and 
highlighting the presence of fine structure analogous to the Solar system’s Kirkwood gaps. In 
the future, our results will also allow us to calculate a first estimate of the small-body impact 
rate and water delivery prospects for any potential terrestrial planet(s) that might lurk, 
undetected, in the inner system. 
 
Keywords:  
Stars: individual: HR 8799, Stars: circumstellar matter, Planetary systems: minor bodies, 
Methods: n-body simulations, Astrobiology, Exoplanets, Habitability 
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Introduction 
 
In the past few years, the search for planets around other stars has moved from focussing on 
the biggest and easiest planets to find (e.g. [1][2][3]), to looking for planets more like the 
Earth. As part of this process, the search for Solar system analogues has come to the fore, for a 
number of reasons. The first is purely practical – radial velocity observations of sun-like stars 
can only detect planets with orbital periods shorter than the time a given star has been targeted 
with observations. In order to discover a Jupiter-like planet, then, a given star must have been 
observed on a decadal timescale. For this reason, it is only in the last few years that the first 
true Jupiter-analogues have been found (e.g. [4][5][6]). Furthermore, the discovery of smaller, 
more Earth-like planets, has required the development of more precise tools, as well as larger 
observational datasets. Once again, that search has only recently begun to bear fruit (e.g. 
[7][8][9]). 
 
In this push towards finding planetary systems that resemble our own, different techniques 
have brought complementary results to the table. The search for the smallest, most Earth-like 
planets, has been led by the Kepler spacecraft, using the transit technique (e.g. [7][10]). At the 
same time, the search for Jupiter-analogues has been led by direct imaging and radial velocity 
programs, which continue to find massive planets at ever increasing distances from their host 
stars. 
 
Beyond the simple practical reasons for the slow onset of the search for Solar system 
analogues, an additional and key motivation for that search is that finding planetary systems 
that truly resemble our own is critically important, particularly since it enables us to gain a 
better understanding of our own Solar system and its place in the universe.  
 
Despite the rapid progress made over the past two decades, technological limitations have, to 
date, resulted in very few exoplanetary systems being discovered that truly resemble our own. 
Possibly the prime example of such a system is that orbiting the star HR8799. The discovery 
of the first three planets in that system was announced in 2008 [11], using direct images of the 
system taken with the Keck and Gemini observatories. A fourth giant planet was found in 
2010 [12] as a result of follow-up observations. With its four giant planets [12] and a 
circumstellar disk [13] comprised of two debris belts [14], this system stands as the most 
“Solar system like” of all that have been discovered to date, and as such is an important 
laboratory that will allow us to greatly improve our understanding of the formation, evolution, 
and scarcity of planetary systems like our own.  
 
HR 8799 is a young A-type star, located ~ 40 pc from the Earth [15]. Whilst its age remains, 
to date, somewhat poorly determined, its relative youth is well accepted. Whilst [16] suggest 
that HR 8799 is no older than 50 million years (Myr), [17] suggest an age of 30 Myr, based on 
the stars likely membership of the Columba Association. When announcing the discovery of 
HR8799 e, [12] take a conservative perspective on the star’s age. They consider two different 
ages for the planetary system – 30 Myr, based on the star’s membership of the Columba 
Association, and 60 Myr, following previous work [11]. See Table 1 for a summary of the 
stellar parameters used in this work. 
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Table 1. Stellar Parameters for HR 8799. 

Parameter Value Reference 
Age (Myr) 30 

60 
[17] 
[11] 

Teff (K) 7193 ± 87 [18] 
L (L⊙) 5.05 ± 0.29 [18] 

M (M⊙) 1.56 [12][19] 
 
 
In Table 2, we present the best-fit orbital parameters of the planets, as presented in a recent 
dynamical study [19]. For this work we considered the primary values only, ignoring the 
errors. A schematic showing the orbits of the four planets in the HR 8799 system is shown in 
Figure 1. In this resonant architecture (planets trapped in a double Laplace resonance with 
orbital period ratios of 1:2:4:8, as described in [19]), the orbits of the planets remain 
dynamically stable on long timescales. 
 

Table 2. The orbital elements of the four planets orbiting the star HR 8799, as used in our 
integrations. These elements are those of the double-Laplace resonant architecture proposed 
in Table 1 of [19]. Here, m is the mass of the planet, in Jupiter masses, a is the orbital semi-
major axis, in au, and e is the eccentricity of the orbit. i is the inclination of the orbit to the 
plane of the sky, and Ω, ω and M are the longitude of the ascending node, the longitude of 

pericentre, and the mean anomaly at the epoch 1998.83, respectively. 
 

 m [mjup] a [au] e i [deg] Ω [deg] ω [deg] M [deg] 

HR 8799 e 9±2 15.4±0.2 0.13±0.03 25±3 64±3 176±3 326±5 

HR 8799 d 9±2 25.4±0.3 0.12±0.02   91±3 58±3 

HR 8799 c 9±2 39.4±0.3 0.05±0.02 151±6 148±6 

HR 8799 b 7±2 69.1±0.2 0.020±0.003 95±10 321±10 
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Figure 1. This is a schematic plot of the HR 8799 system. The four planets are at their correct 
orbital separations from the star, and location around the star, but are presented on circular 

rather than eccentric orbits. The light blue regions are those parts of the system where 
circumstellar debris is expected to reside in order to explain the observed infrared excess 

described in Matthews et al., 2014. 

 
In addition to the four planets detected by [12], the HR 8799 system also hosts two debris 
belts and a halo of small grains and dust out to > 1000 au [14]. Whilst the outer belt has been 
spatially resolved by [13], [16] and [14], and shown to extend from 100 (±10 au) to 310 au, 
the inner, warm belt is, to date, poorly understood. The best estimate, based on a black body 
fit to the observed dust temperature ([20][21]), is that it must lie between 1 and 10 au. This 
information, coupled with our knowledge of the Keplerian orbital elements for HR 8799 b, c, 
d and e, gives us enough information to, for the first time, attempt to constrain its extent and 
interior structure using n-body simulations. 
 

 
Material and Methods 

We performed the most extensive simulations to date of the inner debris belt of HR 8799 
using the numerical integrator package MERCURY [22], using UNSW’s Katana 
supercomputing facility, and building on our earlier work studying the system [23]. The disk, 
initially composed of 500,000 massless test particles, was followed for 60 Myr (in order to 
ensure compatibility with the ages proposed by [11] and [12]) to trace its evolution, with an 
integration time-step of 7 days (approximately 1/2500th of the orbital period of HR8799 e). 
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Each test particle was followed (i) until it was ejected from the system (upon reaching a 
barycentric distance of 1000 au); (ii) impacted on one of the giant planets; or (iii) collided 
with the central body. 
 
For this work, each of the six orbital elements for the test particles were randomly allocated to 
lie within a set range. The semi-major axes were chosen to lie between 1 and 10 au (with the 
inner and outer edges chosen in accordance with [24] and [14] descriptions of the inner disk). 
Once the semi-major axes were set, the eccentricity of the massless test particles was allocated 
to lie between 0.1 and 1.01. Each of the test particles was then given an orbital inclination 
between 0 and 25 degrees (a range similar to that occupied by the great majority of objects in 
the Solar system’s Asteroid and Edgeworth-Kuiper belts). The rotational orbital elements for 
each particle were each separately randomly dispersed between 0 and 360 degrees. The result 
of these processes was a dynamically excited disk of debris that filled the inner reaches of the 
HR 8799 planetary system, with orbital elements within the ranges detailed in Table 3. The 
orbital elements of the particles, as well as those of the four giant planets integrated, were 
output at 6 Myr intervals, allowing us to trace the evolution of the warm belt over the lifetime 
of the system. 
 

Table 3: The range of values covered by the population of test particles considered in this 
work, at the start of the integrations. Within these values, the orbital elements of each test 

particle was randomly generated. 
 

Orbital element Range of values considered 
  

Semi-major axis (au) 1 < a < 10 
Eccentricity 0.1 < e < 1.0 

Inclination (°) 0 < i < 25 
Argument of Periastron (°) 0  < ω < 360 

Longitude of the Ascending Node (°) 0 < Ω < 360 
Mean Anomaly (°) 0 < M < 360 

  
Subsidiary  considerations  

Periastron distance (au) q > 0.1 
  

 
For this work, we followed the best-fit parameters for HR 8799 b, c, d and e and stellar mass 
of 1.56M⊙ described by [19], as shown in Table 2. In addition, the location of the classical 
“Habitable Zone” (HZ; the region around the star in which an Earth like planet might 
reasonably be expected to be able to host liquid water on its surface, e.g. [25]) was estimated 
to be 1.974 (inner edge) to 3.407 au (outer edge), following [26] and [27], using the stellar 
parameters shown in Table 1. 
 
We note that, in this paper, we consider the inner debris disk as a distribution of massless test 
particles. These particles individually represent a planetesimal inserted into the HR8799 

                                                           
1 These simulations are constructed to complement those presented in [34], where we considered a dynamically 
cold, unexcited disk, and are intended primarily to determine the extremes at which the disk loses stability – 
hence the very broad range in orbital eccentricity considered. In practice, the highest eccentricity of any test 
particle in our initial sample was 0.992793 – a result of an additional constraint that no test particle move on an 
orbit with initial periastron less than 0.1 au. 
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planetary system on the given orbit. This approach neglects radiative forces and the perturbing 
influence of a massive asteroid belt on the orbits of the planets.  
 
If we had used massive particles, the total mass of the debris disk would have become a 
limiting factor in the simulations, pulling on the planets and altering their orbits (as seen in 
simulations of a massive outer debris disk for HR8799 [33]). As such, these simulations are 
limited in relevance to the case where the inner disk is much less massive than the innermost 
planet. This is expected to be the case, since the collisional timescale for several tens of Earth 
masses of material at ~ 5-10 au would be << 60 Myr, causing a rapid depletion and removal of 
the inner disk.  
 
By neglecting radiative forces we can only comment on the regions within which 
planetesimals would reside. Dust grains, which migrate under the influence of radiative 
forces, spread beyond their formation region both inward and outward through the system, 
sometimes becoming trapped in resonances with planets. As such the distribution of dust 
grains would not directly mirror that of their parent planetesimals. 
 
The results of these simulations, representing a simplification of the true system’s dynamical 
interactions, still provide a first glimpse of the extent, structure and complexity of the inner 
system. 
 

 
Results 

The instantaneous semi-major axes and eccentricities of the test particles in the inner debris 
disk of HR 8799 are shown as a function of time in Figure 2. Panel one shows the initial orbits 
of the 500,000 massless test particles, whilst the other panels show the elements of those 
particles surviving at each of the time-steps in question, in which each black dot represents a 
surviving test particle. Figure 3 shows in more detail the final distribution of the surviving test 
particles after the full 60 Myr have elapsed as well as the location of the HZ (green bar) and a 
few select mean-motion resonances with HR 8799 e (red lines), whilst Figure 4 shows the 
number of test particles that remain in the simulation as a function of time in our simulations. 

 
Panel 1: 0 Myr. 
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Panel 2: 12 Myr. 

 

 
Panel 3: 24 Myr. 

 
Panel 4: 36 Myr. 
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Panel 5: 48 Myr. 
 

Fig 2. The distribution of surviving test particles orbiting HR 8799 in our simulations, as a function 
of time, from t = 0 to t = 48 Myr, in semi-major axis-eccentricity space. Note the rapid initial 
dispersal of debris beyond ~8 au, followed by a more sedentary sculpting of the disk over the 

remaining duration of the integration. 

 
 
Fig 3. The final distribution of test particles orbiting HR 8799 in semi-major axis – eccentricity space 
after 60 Myr. The sculpting influence of mean-motion resonances between test particles and planets 

can be clearly seen both in the gaps introduced to the disk (e.g. just outside 6 au), and in those 
locations where test particles have been driven to stable orbits with lower eccentricities (the 

downward “spikes” in eccentricity seen between 4-8 AU. The region shown in green (1.974 to 3.407 
au) is our best estimate of the location of the Habitable Zone in the system. 
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Figure 4. Plot showing the number of surviving test particles as a function of time. Unsurprisingly, 

given the extreme range of orbital eccentricities and semi-major axes tested in this work, almost 90% 
of the test particles are removed in the first 10 Myr of the disk’s evolution. 

 
 

Discussion 
 
Over the course of 60 Myr of dynamical evolution, the warm belt orbiting HR 8799 undergoes 
drastic sculpting, particularly during the first 6 Myr of integration (as seen in Figure 4). This 
fast clearance is the result of strong dynamical stirring caused by HR 8799 e, the innermost 
planet, which quickly clears almost all objects located exterior to the 3:1 mean-motion 
resonance with that planet. Apart from few objects that remain at ~ 9.7 au, probably trapped in 
the 2:1 MMR and also at ~ 8 au, by the end of the simulations, the outer edge of the disk has 
become clearly defined at ~ 7.5 au, revealing that test particles cannot survive beyond this 
distance unless trapped in mean motion resonance with one of the giant planets. 
 
Furthermore, at the final time-step, the internal structure of the disk can be also observed. 
Several resonant features are evident, observed as cleared gaps within the belt, such as that 
centred on the location of the 4:1 mean motion resonance with HR 8799e. Other high order 
resonances with HR 8799e can be seen between 8:1e and 3:1e, in which the massless test 
particles were either cleaned or damped to low eccentricity orbits. These structural features are 
strongly reminiscent of the Kirkwood gaps, which are observed within the Asteroid belt in our 
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own Solar system (e.g [28][29]). Interestingly, our results agree nicely with [19], who 
examined whether a hypothetical fifth planet could exist in the HR 8799 system, interior to 
the orbit of HR 8799e, in an orbit resonant with that planet (and thereby with the others in the 
system). They found that a hypothetical HR 8799f would be dynamically stable if it were to 
orbit at either a ~ 9.7 au or a ~ 7.5 au. In addition, in their figure 22, they map the stable 
regions for objects interior to HR 8799e. Their results, which were obtained through million-
year MEGNO ([35]) integrations of the system, reassuringly reveal the same stable and 
unstable regions as those resulting from our longer n-body dynamical simulations.  
 
In addition, a clear sculpting can be seen at high eccentricities at the inner edge of the disk. 
These highly eccentric objects move on orbits with small periastra and orbital periods such 
that the 7-day time-step used for these integrations is insufficient. This feature is therefore a 
computational effect, rather than the result of a real dynamical process, although it is 
exacerbated by our initial setup decision that no test particle should move on an orbit with 
periastron distance less than 0.1 au.  
 
We also note that very little sculpting can be seen within the classical HZ. This suggests that 
that region might well be able to host dynamically stable Earth-like planets. Unfortunately, the 
HR8799 system is certainly too young to be a sensible target for the future search for life 
beyond the Solar system (e.g. [30]). However, the possibility that such exo-Earths could exist 
in a system that so closely resembles our own remains intriguing. In future work, we will 
build on earlier studies of the influence of giant planets on the impact flux in our own Solar 
system (e.g. [31]; [32]) to examine the potential impact regimes that such exoEarths in the 
system might experience. This will allow us to build tools that will eventually be used to help 
determine which Earth-like planets, discovered in the years to come, are the most promising 
targets for the search for life beyond the Solar system [31], allowing astronomers to infer both 
the impact regime that would be experienced by those planets, and the potential level of 
hydration that they might have received from exogenous sources. 
 

 
Conclusions 

 
We have performed a detailed dynamical analysis of the inner planetesimal belt in the 
HR8799 planetary system. By simulating the orbital evolution of 500,000 massless test 
particles, initially distributed on dynamically hot orbits interior to the system’s innermost 
planet, we have provided strong constraints on the structure and extent of the planetesimal 
belt. 
 
Our results reveal that the outer edge of the inner belt can lie no further than ~7.5 au from its 
host star. The simulations also show that the belt must have a significant amount of internal 
structure, containing several gaps, cleared by the influence of mean-motion resonances with 
the giant planets in the system. These gaps, a direct analogue of the Solar system’s Kirkwood 
gaps, are most clearly seen around the locations of the 4:1 and 3:1 mean-motion resonances 
with HR8799 e. Exterior to the location of that 3:1 mean-motion resonance, a small 
population of test particles can be seen trapped between ~ 7.5 to 8 au, at low eccentricities.  
 
Complementary studies are required in order to investigate the evolution of a dynamically 
cold debris disk (the low eccentricity, low inclination counterpart to the disk studied in this 
work). Those simulations have recently been completed, and the results will be presented in a 
future paper. We will examine the impact rates that might be expected on any planets located 



Proceedings from 14th Australian Space Research Conference, 2014      Page 63

in the HZ, as well as studying the possible routes by which water, and other volatiles, might 
be delivered to those planets. Further work will yield a better understanding of the dynamical 
structure of the inner debris belt, and offer clues as to the possibility and viability of a fifth, 
terrestrial planet in the HZ.  
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Summary: The field of exoplanetary science is one of the most rapidly growing areas of
astrophysical research. As more planets are discovered around other stars, new techniques
have been developed that have allowed astronomers to begin to characterise them. Two of
the most important factors in understanding the evolution of these planets, and potentially
determining whether they are habitable, are the behaviour of the winds of the host star and
the way in which they interact with the planet. The purpose of this project is to reconstruct
the magnetic fields of planet hosting stars from spectropolarimetric observations, and to use
these magnetic field maps to inform simulations of the stellar winds in those systems using
the Block Adaptive Tree Solar-wind Roe Upwind Scheme (BATS-R-US) code. The BATS-R-
US code was originally written to investigate the behaviour of the Solar wind, and so has
been altered to be used in the context of other stellar systems. These simulations will give
information about the velocity, pressure and density of the wind outward from the host star.
They will also allow us to determine what influence the winds will have on the space weather
environment of the planet. This paper presents the preliminary results of these simulations
for the star τ Boötis, using a newly reconstructed magnetic field map based on previously
published observations. These simulations show interesting structures in the wind velocity
around the star, consistent with the complex topology of its magnetic field.

Keywords: Stellar winds, Stellar magnetic fields, Stellar evolution, Planetary evolution,
Habitability, Astrobiology

Introduction

Exoplanetary science is one of the most dynamic and rapidly expanding fields in modern
astrophysical research. Since the first discovery of a planet orbiting a sun-like star, less than
2 decades ago [1], astronomers have found over fifteen-hundred planets orbiting other stars1.
The early discoveries were of planets of comparable mass to, or more massive than, Jupiter,
and orbiting at distances much closer to their star than the Earth is from the Sun [3, 4, 5].
Advances in technology, and the increasing length in the temporal baseline of observations,
have resulted in the discovery of systems that have large planets orbiting at similar distances
to the gas giants of our Solar system [6, 7, 8]. Also, as a result of the exquisite precision
with which the transits of planets across their host stars can now be measured, the size of
the smallest discoverable planets has been decreasing, such that the first “super-Earths” have
now been found [9, 10, 11].

1As of 6th November, 2014, the current tally stands at 1516 confirmed planets, with a further 3359 candidate planets
awaiting confirmation, according to the Exoplanet Orbit Database at http://exoplanets.org [2].
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As a result of the dramatic progress made in the discovery of exoplanets, the focus of
exoplanetary science has shifted to include trying to characterise the planets that have been
found. It will not be long before the first Earth-analogue planets will be discovered, and the
hunt for life on those planets will begin. The characterisation of these Earth-like planets will
be pivotal in deciding which ones to examine more closely. Determining the habitability of a
planet based on a large range of variables is vital to choosing the most promising target for
the search for life outside our Solar system [12].

A vital component in determining the habitability of a planet is the influence of the
planet’s host star. In particular, the activity and winds resulting from the magnetic field of
an exoplanet’s host-star will play a critical role in ensuring that the planet will be able to
sustain a sufficient atmosphere to ensure that life can develop and thrive. In our own Solar
system, Mars stands as an example of the destructive power winds can have on a planet’s
atmosphere. Over the four and a half billion year history of our Solar system, Mars’s once
thick atmosphere has been stripped by the wind of our Sun [13]. Earth has been able to
maintain the atmosphere required to support life due to its protective magnetic field.

It is clear, then, that an understanding of the interaction between the stellar winds of planet
host stars and the planets that orbit them will play an important role in the search for life
outside our Solar system. However, this area of research is still in its infancy, due to the
difficulties involved in either detecting and measuring stellar winds directly or in modelling
them based on the information we can obtain about their magnetic field behaviour.

The first detections of Solar-like winds around other stars were made by examining the
blue-shifted absorption of Lyman-α photons by heated atomic hydrogen gas in the Interstellar
Medium (ISM) [14]. This is an indirect method of detecting winds, and attempts have been
made to more directly detect winds through looking for x-ray emission from the interaction of
the winds and the ISM [15], or radio emission direct from these winds [16]. Unfortunately,
these methods have proven to be two to three orders of magnitude less sensitive than the
Lyα absorption technique [14]. As a result of the lack of direct observation, the behaviour of
stellar winds remains poorly understood. We are thus reliant on the modelling of these stars,
constrained by the observations we can make, to investigate the behaviour of stellar winds.

In order to model the winds of other stars, we require information on the behaviour of their
magnetic fields, and this can be obtained using Zeeman Doppler Imaging (ZDI) [17]. Making
spectropolarimetric2 observations at different phases of a star’s rotation, ZDI can reconstruct
the topology of the radial, azimuthal and meridional parts of its magnetic field (e.g. [19, 20]).

The purpose of this project is to take the reconstructed radial magnetic fields of planet
hosting stars from spectropolarimetric observations, and use these magnetic field maps to
inform a simulation of their winds using the BATS-R-US code [21]. In this paper, we will
outline our chosen data for this project and target star for initial testing, and briefly discuss
the construction of the magnetic field maps that will be used as input for the stellar wind
modelling. We will then present some of the preliminary results of the project, and outline
the work to be completed in the future.

2Spectropolarimetry is an observational technique that involves passing the light from a star through a polariser before
sending it into a high-resolution spectrograph. Since magnetic fields will polarise light from atomic spectra, observing
polarised spectra then detects the magnetic field of a star. A detailed explanation of this can be found in [18].
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Data Sample

This project will make use of spectropolarimetric data available through our membership
of the BCool3 project [22], with a focus on investigating solar type, planet hosting stars. The
first star to be examined for preliminary testing is τ Boötis (τ Boo), a solar type star with a
∼ 5 Jupiter-mass planet that orbits at a distance of 0.05 AU and with a period of 3.31 days
[4]. Table 1 gives a summary of the basic properties of this star taken from the Exoplanet
Orbit Database4 [2].

τ Boo is an active star, whose magnetic field and wind behaviour has been previously
studied (e.g. [23, 24, 25, 26]), and so is an ideal test target. It displays a cycle in its magnetic
field similar to that of our Sun’s ∼ 22 year magnetic cycle, but over a much shorter timescale
of around 2 years [25]. Given the number of magnetic observations taken over many epochs,
this makes it an ideal candidate for investigating the temporal evolution of the wind during
its magnetic cycle, and the impact this may have on its planet.

Table 1: Summary of the basic properties of the star τ Boo.

Mass (Solar masses) 1.34 [27]

Radius (Solar radii) 1.46 [28]

Stellar v sin i (km s−1) 14.98 [29]

Stellar Inclination Angle (deg.) 40 [23]

Apparent Magnitude 4.5 [30]

Effective Temperature (K) 6387 [29]

Spectral Type F6IV [31]

Stellar Magnetic Field Maps

The spectropolarimetric observations obtained of our target stars are used to map stellar
magnetic fields using ZDI. The process for reducing the data is based on the latest version
of the “Echelle Spectra Reduction: an Interactive Tool” software [32], called LIBRE-ESPRIT,
developed by Jean-Francois Donati of the Observatoire Midi-Pyrenees. This software in-
corporates the optimal extraction of spectra from the CCD images, and uses least squares
deconvolution (LSD) to co-add spectral lines, significantly increasing the sensitivity of mag-
netic detections in the spectra. This is needed, as the magnetic field signal is only ∼ 0.1%
of the total light from a star [32]. Since the magnetic field will effect the all spectral lines in
a similar way, the thousands of spectral lines in each Echelle spectrum can be co-added in
this way to improve the signal-to-noise of the magnetic field detection.

The method of ZDI then uses these LSD profiles from observations made at different
phases in the star’s rotation to reconstruct the map of the magnetic field for each of the
radial, azimuthal and meridional field components5. Examples of such maps for young, solar

3The BCool project (http://bcool.ast.obs-mip.fr/) is an international collaboration that is carrying out ongoing observations
to categorise and understand the magnetic fields of cool stars.

4http://exoplanets.org/. Data were obtained on the 17th October, 2014.
5More details on this can be found in [19].
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type stars can be found in [33, 34, 35]. The stellar winds have been shown to be mainly
governed by the radial component of the magnetic field [36], and so the radial field map
alone is used as input to the simulations in our work.

Figure 1 shows the radial magnetic field configuration at the surface of τ Boo from
observations made by Rim Fares and collaborators [25] in July 2008 using the Naval echelle
spectropolarimeter on the Telescope Bernard Lyot (TBL) in France. This magnetic field map
differs slightly from the those published of the same data set previously due to advances in
the ZDI method. The map shows multiple regions of positive and negative magnetic field,
with several large positive field spots and a large negative spot around the Northern pole.
The field is less detailed at the Southern pole due to a lack of information resulting from the
inclination angle of the star with respect to us. The black line indicates where the field is
zero.

Fig. 1: A plot of the surface magnetic field of τ Boo from observation taken in July 2008
by Fares et al. [25]. The black line indicates where the magnetic field is zero. The most
interesting feature of this plot are the multiple regions of positive and negative magnetic
field, with a large negative spot around the northern pole, and the multiple, large positive
regions in the mid-Northern latitudes. No information is available for the far southern region
of the star as that is pointed away from the Earth.

Stellar Wind Modelling With BATS-R-US

The wind modelling for our target stars is done using the BATS-R-US code, originally
developed to simulate the Solar wind [21]. BATS-R-US solves the three-dimensional, ideal
magnetohydrodynamic equations:

∂ρ

∂t
+∇ · (ρu) = 0, (1)

∂(ρu)

∂t
+∇ ·

[
ρu⊗ u+

(
P +

B2

8π

)
I − B⊗B

4π

]
= ρg, (2)
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∂B

∂t
+∇ · (u⊗B−B) = 0, (3)

∂ϵ

∂t
+∇ ·
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u

(
ϵ+ P +

B2

8π

)
− (u ·B)B

4π

]
= ρg · u, (4)

which describe the conservation of mass, momentum, magnetic flux and energy, respec-
tively. In these equations, ρ is the mass density, u is the plasma velocity, B is the magnetic
field, P is the gas pressure, g is the gravitational acceleration of a star with mass M∗ and
radius R∗, I is the identity matrix, and ϵ is the total energy density, given by

ϵ =
ρu2

2
+

P

γ − 1
+

B2

8π
. (5)

Here, γ is the polytropic index such that P ∝ ργ .

BATS-R-US has been chosen for this work as it has been used extensively [37, 38, 39],
and reliably models the wind behaviour of the Sun. Additionally, the block refinement within
the code allows the resolution to be increased in specific areas of interest, minimising the
load on computational resources by not having to increase resolution everywhere. It is a
modular code, designed to be used in different ways and with different physical parameters
than the original solar parameters. In essence the code modifications involve the replacement
of physical constants such as solar mass and radius sun by stellar parameters that can be
varied as needed for each new stellar target. For more details see [40, 41].

Preliminary Results and Discussion

Some preliminary results from our implementation of the BATS-R-US code for the star τ
Boo are detailed in Figure 2. The plot shows a slice in the equatorial plane of the star out
to 20 stellar radii, with the colour map indicating the magnitude of the wind velocity in
km s−1. For context, contours of radial magnetic field from -0.2 to +0.2 Gauss are overlaid
in black (negative field) and white (positive field). The complex magnetic field structure
seen in the lobes of positive and negative field contours produces abrupt differences in wind
velocities around the star. Further work is needed to confirm that the apparent sharp changes
in wind velocity are completely physical, and not an artefact of the limited phase coverage
of the magnetic mapping, or the limited resolution of the wind modelling used to produce
these preliminary results. However, these ‘streams’ of higher velocity wind at the boundary
between the areas of positive and negative magnetic field are particularly interesting, and
could suggest the funnelling of plasma through these boundary regions.
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Fig. 2: A plot of the wind velocity of the star τ Boo from observations taken in July 2008 by
Fares et al. [25], in the equatorial plane of the star out to 20 stellar radii. Overlaid are contours
of radial magnetic field ranging from -0.2 to +0.2 Gauss, with white indicating positive field
and black indicating negative field. Showing these contours highlights the interesting ‘streams’
of higher wind velocity at the boundaries between positive and negative magnetic field.

A future goal is to understand the temporal behaviour of the star τ Boo, as well as
understanding the impact its planets will have on the behaviour of the wind. We will explore
further targets, including others that have been mapped with ZDI, which will be used to
investigate the time evolution of winds, and some that have not previously been explored
with ZDI.

As well as producing wind models for the target stars, we will modify the BATS-R-US code
to simulate the interaction of the stellar wind with a planet for each target. Beyond allowing
us to better characterise these particular planetary systems, these simulations will also help us
to better understand the formation and evolution of planetary atmospheres beyond our Solar
system.

It is through that work that we aim to understand the impact of the winds on the planets
that orbit these stars, and similarly how the presence of a planet, which may or may not have
a magnetic field of its own, impacts on the behaviour of the wind.
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Summary: Australia is significantly under-represented in space research globally. It is,
however, possible for local researchers to use the public archives of the major space agencies to
perform state-of-the-art research with large-scale multinational spacecraft, to which Australia
is not a contributor. Taking advantage such public data we demonstrate the recovery of flux
calibrated stellar spectra spanning the near infrared using observations from the Cassini
spacecraft. In spite of the poor transmission of the atmosphere in the near infrared, there
has yet to be a dedicated space telescope to provide a spectroscopic survey. Using these
recovered spectra from Cassini observations we report on a pilot study to close this gap for
many of the brightest stars. We demonstrate the use of stellar occultations by Saturn’s rings
to measure the size of molecular layers in the atmosphere of evolved stars. The use of this
occultation technique to perform high resolution imaging using tomography is also shown.

Keywords: Cassini, Mira, Stellar Spectra, Stellar Imaging, Evolved Stars

Introduction

Cassini is a flagship-class spacecraft which was a joint mission between NASA, ESA and
ASI (Agenzia Spaziale Italiana) to study Saturn and its complex environment. This includes,
but is not limited to the planet’s moons, rings, and magnetosphere. The $3.3 billion dollar cost
of this mission was shared between these agencies in a 80/15/5 % split. As Australia is not
a contributor to the mission, there is little room to be directly involved with the remarkable
science produced. Nevertheless, it is possible to take advantage of NASA’s open data policy
to obtain data acquired with this spacecraft.

Amongst the most detrimental factors affecting the ability for astronomers to observe
the stars is the Earth’s atmosphere. It degrades starlight both with its physical motion, and
molecular absorption and emission, which is dominated by H2O and CO2 in the near infrared.
Therefore, as Cassini is far beyond any atmosphere, it is ideally situated for observing the
stars. Stellar science is not within the intended mission envelope of the Cassini mission,
so it has not been designed for this purpose. However, there exists an extensive archive of
observations including stars, which were acquired for either calibration purposes or as part
of studies of the Saturnian system which can be analysed for stellar science.

This first section is a discussion of Australia’s global standing in space research and the
flourishing open data movement. This is followed by the detailing of the use of Cassini’s
on-board near infrared spectrometer to observe stellar spectra. Stewart et al. [1] showed that
Cassini can also be used for measuring spatial information of target stars. It was demonstrated
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that archival observations of a stellar occultations by the planet’s rings yielded a measurement
of the stellar angular diameter. The final section describes new enhancements made to this
technique, enabling measurements of the spatial structure of circumstellar environments and
in particular combining this technique with tomography to recover 2D images of stars.

Australia’s Place in Global Space Research

Historically Australia was one of the early adopters in the space industry. The WRESAT
satellite was designed, built, and launched by Australians from the Woomera Test Range. This
1967 launch made Australia the fourth country to launch their own satellite from their own
territory, albeit with a modified US Redstone missile, donated for the launch. Unfortunately
there have only been a small number of Australian designed and built satellites launched since.
Most of these were for telecommunications use by Optus, and have been on-off devices.

Table 1 details the space research spending of the world’s twenty largest national economies.
Of these twenty richest countries, Australia is one of three which has no national space agency,
and the only one which has no plans to join a multinational organisation. This complete lack
of Australian commitment limits the active involvement in large scale space exploration for
Australians. It also makes Australia entirely dependent on the grace of foreign powers for
satellite access in support of critical factors such as weather, communications, and defence.

The Open Data Movement

Fortunately there is an opportunity for Australian researchers to take advantage of the
remarkable work of other nations and still contribute to the field. This opportunity comes in
the form of “Open Data”: the idea that certain kinds of data should be publicly available for all
to use without restriction or charge. In line with this principle, several of the major agencies
endeavour to make their data publicly available. The ESA member countries mostly use ESA
for their data archives, which can be found at the Research and Scientific Support Department
website, rssd.esa.int. JAXA makes data from Japanese missions available at darts.isas.jaxa.jp.
CNES publishes data for French only spacecraft, which can be found by searching smsc.cnes.fr
for the specific mission (e.g. CoRoT).

NASA has the largest and most varied set of databases which are indexed at data.nasa.gov.
The work in this paper takes advantage of the Planetary Data System’s (PDS) Imaging Node
Atlas found at pds-imaging.jpl.nasa.gov although there are many other databases for many
different kinds of datasets. The PDS is the location for all public Cassini data from all twelve
of its instruments. Data are released to the public through the PDS by JPL (NASA’s Jet
Propulsion Laboratory) and the individual instrument teams every few months. Usually the
data in the release are around two years old at this time, allowing the instrument teams a
secure priority on any science results to be obtained from the observations. The PDS imaging
atlas enables fine detail searching of the extensive catalogue of observations. It is possible
to refine a search by the expected instrument, observing modes, celestial coordinates, and
other constrains, allowing for the identification and acquisition of specific datasets. These
datasets do not contain any reference to a proposal, or request, so the specific purpose of the
observations is usually not known. The PDS also provides some limited data reduction and
processing tools, however these are not relevant to our project.
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Stellar Spectra with Cassini

Amongst the excellent suite of instruments on-board Cassini is a compound spectrometer
spanning the spectrum from 350nm to 5.1µm. This instrument is known as the Visible
and Infrared Mapping Spectrometer (VIMS) and is comprised of two bore-sighted telescopes
feeding independent spectrometers. The smaller telescope, with a 4.5 cm diameter aperture
observes 0.35-1.05µm in 96 channels, whilst the larger, with a 23 cm diameter aperture
observes 0.8-5.1µm in 256 channels providing broad and coarse spectral sampling [20]. VIMS
is an imaging spectrometer, designed for hyperspectral imaging of surfaces and atmospheres
within the Saturnian system.

This part of the spectrum is highly contaminated when observed from the ground mainly due
to absorption and emission from H2O, CO2 and molecular oxygen. Other contributors include
Rayleigh and Mie scattering which produce wavelength dependant partial opacity. For this
reason stellar spectroscopy in these wavelengths tends to be limited to telluric windows where
the atmosphere is relatively transparent. Alternatively it is possible to use a space platform
to make such observations. ESA’s Infrared Space Observatory (ISO) was a survey telescope
capable of observing this spectral region redward of 2.4µm. The International Ultraviolet
Explorer (IUE) performed a similar function beyond the blue end of VIMS’ range, without
overlapping. Whilst the Hubble Space Telescope is capable of observing in these wavelengths,
it is not a survey telescope so many stars have not been observed. DIRBE (Diffuse Infrared
Background Experiment) on COBE (Cosmic Background Explorer) performed a broadband
photometric survey to provide stellar magnitude at certain wavelengths within this region,
rather than spectra for the brightest stars. As a consequence, VIMS has a unique opportunity
to record spectra for stars in this spectral region, providing data unobtainable from any other
source.

As part of an internal calibration and instrumental monitoring programme, VIMS has been
used to observe many of the brightest stars in the sky since its launch over 17 years ago.
These observations were never intended to be used for stellar science, but due to the unique
opportunity VIMS potentially provided to the stellar astrophysics community the authors
decided that the entire archive of such observations should be flux calibrated and published
as a spectral atlas. Such an atlas is expected to have substantial scientific value far beyond
the goals of the Cassini mission. Most of the stars which have been observed are evolved
Carbon stars, Mira variables, and M and K giants, as well as some main sequence A stars,
and nearby G stars.

Upon investigation, it was discovered that the visible data from VIMS-V rarely had suf-
ficient signal-to-noise to be able to compete with existing ground based observations, so
it was decided to focus only on the 256 spectral channels in VIMS-IR. The process for
calibrating VIMS spectra is well established for the kinds of observations usually made, which
is filled pixel imaging of atmospheres, rings or solid surfaces [21]. This calibration process
needs modification for underfilled pixels, as occurs when observing a star, which significantly
underfills VIMS’ large 228 x 493µrad pixel. In the case of an unresolved star, this size is
the diffraction limit of the telescope, which for 3µm light in the infrared channel is 16µrad.
The centres of the pixels are separated on a 250 x 500µrad grid, leaving gaps between.
Without sub-pixel pointing control, the core of the PSF is going to fall partly into these gaps
in approximately 10% of observations. Such an observational configuration prohibits accurate
flux calibration and affected observations are disregarded.
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For the majority of the data, unaffected by the pixel gaps, the calibration process was
relatively straightforward. The raw counts are extracted from the spectral image cube, and the
appropriate background subtraction applied dependent on the instrumental observing mode.
These counts where then divided by the area of the effective aperture of the telescope and
the exposure time producing a spectra in counts/m2/s. This was converted to photons/m2/s by
multiplying by the sensitivity function, a combination of the detector sensitivity and electronic
gain. We then divide by the instrumental bandpass ∆λ and multiply by the photon energy
to produce a spectrum in J/m2/s/µm. Finally this is converted to Janskys (10−26W/m2/Hz) in
order to make comparisons to existing spectra in the literature, specifically ISO [22]. These
recovered spectra were directly compared to overlapping DIRBE photometry and found to
generally agree to within 1%.

Example Spectra

Figure 1 shows the recovered spectra for 10 evolved stars of varying types. The first 5
plots are of pulsating variable red giants with spectral classifications M4.5, M6, M6, M3 and
M5.5. CW Leo (or IRC+10216) is a known carbon star with a spectrum very close to a black
body due to its thick dusty envelope. L2 Pup is an M5 semi-regular pulsating star and the
remaining plots are of different types of Mira variable. The dominant peaks and dips in the
spectrum below 2.4µm reveal water molecules in the stellar atmospheres, whilst the shape at
longer wavelengths can reveal the abundance of other molecules, primarily CO (∼4.2-4.8µm),
CO2 (∼4.2-4.5µm) and OH (∼3.0-3.6µm) [23].

The spikes appearing in some of the spectra at the red end are due to low signal levels as
both the stars get faint and the instrumental sensitivity drops. These occur due to a division by
the instrumental sensitivity function on pixels where only a few detector counts are recorded.
Hot pixels in the detector are the cause of the spikes that occur in some of the spectra at
around 1.3 and 2.1µm. The gaps visible in each spectra around 1.6, 3.0 and 3.9µm are
caused by partial obstructions due to filter edges within the instrument and are excluded. The
spectra are too coarse to resolve individual lines, but do allow for the detection of spectral
bands and broad photometry. In the 2 Cen plot there are four crosses indicating comparable
photometry obtained with the DIRBE instrument on board the COBE spacecraft [24]. These
crosses fall almost exactly onto the recovered spectra validating the recovery process.

Spatial Information from Cassini Stellar Occultations

One of the VIMS’ observing modes involves staring at a background star as features of the
Saturnian system intersect this line of sight. These events are known as stellar occultations
and have been used extensively to study the planetary rings [25], [26]. From the Earth, the
Moon has been used as an occulter for the study of the heavens since antiquity, with limited
use of Lunar occultations for modern scientific stellar studies occurring over the last half
century [29].

Stewart et al. [1] demonstrated the use of stellar occultations by Saturn’s rings with VIMS
for the study of the stellar source. The starlight is diffracted by sharp edges within the rings,
such as the edges of gaps and ringlets, producing a Fresnel diffraction pattern. This pattern
is recorded by Cassini as it moves along its trajectory producing a lightcurve, which is the
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Fig. 1: Some example recovered spectra. The horizontal axis is wavelength in microns and
the vertical axis is the calibrated intensity in units of 103 Janskys. The plot labels include

the star name, followed by the ‘sequence’ they were observed in. ‘C’ and ‘S’ letters denote
successive planning sequences for when the spacecraft was in cruise to the planet, or the
time in orbit around it respectively. The red crosses in the 2Cen plot show corresponding

DIRBE photometry.

convolution of the brightness profile of the source and diffraction pattern of a point source with
the same occultation event orbital geometry. Determining this geometry makes it is possible
to produce this point source lightcurve allowing the recovery of the stellar brightness profile.
Using certain sharp edges within the ring system, angular diameter of the source star Mira
were measured through the fitting of a simple model. This star is the archetype of the Mira
variable class of stars, which are known to exhibit large variations in both size and luminosity
with a period usually around one year. Such stars are known to be responsible for up to 75%
of the chemical enrichment of the interstellar medium, and to eject dusty circumstellar shells.

Figure 2 shows a comparison between Cassini-derived size spectrum and measurements
acquired using terrestrial interferometry. The model used to fit these data is a simple uniform
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6 Paul N. Stewart et al.

Figure 4. The Observed lightcurve in three bands (2.26, 3.06 and

4.39µm) for the Encke Gap inner edge occultation on the egress

of orbit 8 with 1σ error bars (orange solid). A fitted Uniform

Disc model (blue dashed) is also plotted against the normalised

left hand scale. The residuals of the fit are plotted in green (dot-

ted) with an expanded scale in the same units on the right. The

horizontal axis shows the position of the RPI from the ring edge

as projected into the sky-plane of Cassini.

For particularly fast occultations a point source
lightcurve becomes a simple step function. In this geomet-
ric optics regime the effects of diffraction can be neglected.
Consequently a model independent brightness profile can be
recovered simply by differentiating the observed lightcurve.
Using such a geometric optics approximation for our VIMS
data was found to be valid for the fastest events, but caused
errors of up to 6 σ on model fits for slow well-sampled events.
Because most events fell into a regime where diffraction
needed to be considered, the same code was applied uni-
formly to all data modelled here.

3.3.1 Fitting for Stellar Radius

A simple uniform circular disc model with a single free pa-
rameter – the stellar radius – provides a simple and ro-
bust measurement of overall size while also offering direct
comparison with a wide variety of literature estimates. The
shape of the χ2 space in the vicinity of the likely radius was
found to have an unambiguous single minimum. The aim
of model fitting is to find the radius of the model which
gives this minimum. Initial limits were set both significantly
above and below the expected result, allowing the minima

Figure 5. The fitted uniform disc radii across all observed wave-

lengths for a single occultation event. The fitted uniform disc

radii are shown in blue with one sigma error bars. The red data

shows previously published interferometric measurements from

Woodruff et al. (2009).

to be identified with high accuracy in few iterations using a
search based on the bisection method of root finding. This
provided significantly higher accuracy and much greater ef-
ficiency than a grid search.

Figure 4 shows typical examples of fitting a uniform
disc model to lightcurves at three different wavelengths
in one observation. These three bands are representative
of the changes in angular size observed. These bands are
2.26µm which is amongst the smallest observed angular
sizes, 3.06µm which shows a moderate amount of circum-
stellar extension and 4.39µm which corresponds to the
largest observed size and the most extension. For the most
part, the fits are very close to the shape of the observed
lightcurve, although there are some significant residuals re-
maining in the vicinity of the geometric edge, especially for
wavelengths which correspond to larger angular sizes. This
suggests that a uniform disc provides a reasonable first-order
fit, but that it is not capable of reproducing much of the fine
structure contained in the data. In particular the shape of
the lightcurve in the most critical regions at star’s edges are
not accurately modelled, with the peaks of the residuals be-
ing an order of magnitude higher than the RMS noise levels
of 2.1× 10−3, 3.2× 10−3, and 7.9× 10−3 in order of increas-
ing wavelength. The worst excursions in the residuals occur
at the leading and trailing edges of the disc, suggesting that
the hard edged uniform disc model is a relatively poor repre-
sentation, and a softer edge, either through limb darkening,
the existence of circumstellar structure, or a combination
of these may fit better. Despite its shortcomings, a uniform
disc fit gives a useful and uncomplicated gauge of the overall
apparent size of the star, and is furthermore very important
in comparing our results with literature values in which it is
almost universally used.

3.3.2 Polychromatic Fitting

The angular size of the star at all observed wavelengths was
measured by fitting a uniform disc model to each recorded
band as shown in Figure 5. As noted above, the observed an-
gular size of the star varies substantially with wavelength,
meaning that the star appears to be different sizes depend-
ing on the observed colour. The three wavelengths shown in
Figure 4 were found to have best fitting radii at 14.8±0.6,

c© 2013 RAS, MNRAS 000, 1–9

Fig. 2: from Fig.5, Stewart et al. [1]: Fitted uniform disc radii across all observed
wavelengths for a single occultation event. The fitted uniform disc radii are shown in blue

with one sigma uncertainties. The red data shows previously published interferometric
measurements [30].

disc, where the star is assumed to be an evenly illuminated circle in the sky. This model
was selected partly for its simplicity, having only a single free parameter. The uniform disc
model is also used extensively for high angular resolution measurements in the literature,
providing a direct comparison to other techniques in spite of not being physically realistic.
Figure 2 illustrates the clear correlation between the measurements using VIMS occultations
(in blue) and the literature values (in red). The slightly smaller value found with VIMS across
all wavelengths is likely due to the inherent variable nature of the star.

Complex Model Fitting

As stars like Mira are known to exhibit departures from simple geometries and also to
inhabit dusty environments, the uniform disc model may be an oversimplification. In order to
better understand the circumstellar environment of the star more complex models were fitted.
The first addition to this model attempted is a thin spherical concentric shell. This shell is
allowed to vary in radius and flux ratio with respect to the star, which has a free radius,
giving the model three free parameters. This model is expected to produce a more realistic
description of the nature of the circumstellar environment of Mira.

Figure 3 shows the results of this more complex model fitted over all wavelengths. The
first thing to note from this plot is the reduction in the size of the fitted uniform disc once the
shell is added (orange versus blue). This is due to some of the flux previously counting as
the outer parts of the disc now being belonging to the shell. It is also important to note that
the radius of the single shell falls into two discrete wavelength-dependent levels. The inner
of these detected shells is around twice the radius of the disc (∼28 mas), whilst the outer is
around five to six times the disc radius (∼70 mas). The existence of different shells being
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Fig. 3: The results of fitting a uniform disc model both with and without a circumstellar
concentric shell. The blue line shows the fit to a uniform disc only, as per Figure 2. The

yellow shows the radii of uniform disc after the addition of a shell. The radii of this fitted
shell is shown in red. All error bars show at one sigma to fitted values.

dominant at different wavelengths reveals the thermal and molecular nature of these features,
with both shells found to correspond to hot H2O layers, the inner at ∼2000 Kelvins, and the
outer reaching only ∼1200 Kelvins [23].

This relatively modest increase in model complexity has yielded a major enhancement in
understanding the nature of the star. We have been able to measure the radius of circum-
stellar shells and determine their molecular composition and temperature due to the spectral
observed dependence. Models allowing asymmetries and more complex morphologies are
being investigated and will be presented in an forthcoming publication.

Tomographic Image Reconstruction

Tomography is a technique that uses overlapping projections in order to build a higher-
dimensional image. With these observations, high resolution two dimensional images of the
source star can be recovered using overlapping projections obtained from different ring edges.
As the star is observed to pass behind the rings, it encounters many hard edges, and each of
these yields a one dimensional projection of the star in a different direction. This direction
is calculated to be an angle relative to the terrestrial celestial north, the direction towards
the Earth’s celestial north pole from any point in the sky. This angle of projection is in the
direction normal to the ring edge as observed from Cassini’s sky plane. Each of the one
dimensional projections is a unique, but overlapping profile of the star. Figure 4 shows a
comparison of projection angles available to two occultations of the rings with similar orbital
geometry.

The models used above to determine the spatial structure of the circumstellar environment
are very effective at parameterising the modelled features. However, they also enforce such
structure in the brightness profiles, even in cases where it isn’t realistic. By fitting a model-
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(a) (b)

Fig. 4: from Fig. 3 Stewart et al. (2014 Submitted). A comparison of angular diversity for
representative occultation geometries using indicative edges. The long red vectors indicate

the apparent trajectory of the star behind the rings. The short cyan vectors identify the
normal to some of the occulting edges the star would pass in these events. (a) shows a

minimal occultation with only two edges that are parallel. (b) shows an almost identical
orbital geometry, with vastly different angular diversity. The cyan vector clusters to the top

left of each shows an angular diversity rose, a quick visual method to compare angular
diversity between observations. Base image: PIA10446 [31]

independent brightness profile to each of these projections we have have a vision of what
the star would look like, without any enforced structure. This is important for the imaging
process in order to prevent the imposition of spurious structure.

These overlapping one dimensional projections and model-independent brightness profiles
provide the requisite inputs to perform tomographic image reconstruction. The use of tomo-
graphic imaging within medicine is quite mature, although the use of most existing tools
requires significantly higher density and uniformity of projection angles. For this work the
Scikit-learn [32] project’s machine learning regression algorithms, implemented in Python
were found to be sufficiently versatile for the data available. The process can be repeated
for each spectral channel enabling high angular resolution hyperspectral imaging of stellar
targets. The full details of the image reconstruction process is presented in Stewart et al. (2014
Submitted).

Figure 5 shows the results of a tomographic image reconstruction revealing a high resolution
image of Mira. The star and inner shell are seen to be surrounded by a much larger shell.
This image exhibits the same shells measured with models above. The outer shell is seen to
have a large degree of asymmetry, with significantly more flux in the north-east of the image.
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Fig. 5: A three colour tomographic reconstruction of Mira. The Red, Green, and Blue
represent reconstructions at 2.0, 3.3 and 4.7 µm respectively. The bright core of the star

(white) can be seen to be surrounded by cooler layers (red and green) which correspond to
the shells detected in the one dimensional brightness profile model fitting.

Conclusion

Table 1 demonstrates quite clearly that Australia is lacking in the opportunities to be
involved in space research. In spite of this unfortunate situation, it has been shown that
taking advantage of the open data policies of the major global space agencies is one potential
avenue in which Australians can be directly involved with cutting-edge space science. Using
such data, we have demonstrated the recovery of flux-calibrated stellar spectra spanning the
near infrared. We have also shown advances to the technique since Stewart et al. [1]. These
include the expansion of the model being used to allow for more complex circumstellar
environments, and the use of model-independent brightness profile fitting and tomographic
image reconstruction to recover high resolution images of Mira and its circumstellar shells.
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Summary: Terrestrial analogues are essential to study planetary surface processes as they can 
be examined in great detail and at low cost. Here we show that the regolith of the Great 
Artesian Basin (GAB) of central Australia has similar mineralogy to that documented at the 
surface of Mars. Our analyses of two drill cores (down to 300 m) from the GAB using visible 
to near infrared spectroscopy and synchrotron x-ray diffraction documents a four-layer 
weathering profile comparable to that documented at the surface on Mars. We conclude that 
the GAB could be one of the best terrestrial analogues for regional Martian weathering 
processes. 
 
Keywords:  Great Artesian Basin, terrestrial analogue, Mars, acidic weathering, VNIR 
spectroscopy, XRD 
 
 

Introduction 
 
High spectral resolution data of the Martian surface have been obtained by the CRISM 
(Compact Reconnaissance Imaging Spectrometer for Mars) and OMEGA (Observatoire pour 
la Mineralogie, l-Eau, la Glace et l’Activite) instruments. These have documented the spectral 
signatures for a range of hydrated alteration minerals including: Al-rich phyllosilicates (e.g. 
kaolinite and montmorillonite), Fe/Mg-rich phyllosilicates (e.g. nontronite and saponite), 
sulfates, iron oxides, and opaline silica [e.g. 1, 2]. 
 
On Mars, Al-rich phyllosilicates are commonly detected overlying Fe/Mg smectites in Nili 
Fossae [3], Valles Marineris [4], and Mawrth Vallis [1, 3, 5, 6]. Here we show that minerals 
in these Martian weathering profiles and their distribution within the profile are similar to 
those in the weathering profile of feldspar-rich volcaniclastic sedimentary rocks in the GAB 
of central Australia. 
 
In the first section of this paper we present spectral data of the mineralogy across the 
weathering profile in the GAB. We then present an overview of the mineralogy observed on 
Mars, in particular in the regions of Nili Fossae, Valles Marineris, and Mawrth Vallis. Finally, 
we discuss the similarities between the weathering profiles in the GAB and those observed on 
Mars, and we suggest that central Australia could be one of the best terrestrial analogues for 
the evolution of the surface of Mars at the transition between the Noachian and Hesperian. 
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Alteration profiles observed in the Great Artesian Basin 
 
From 130 to 97 Ma, volcaniclastic sediments were deposited in the cold, muddy, anoxic and 
shallow Eromanga Sea [7, 8]. Following sea regression from 97 to 93 Ma, a protracted period 
of uplift, erosion, and denudation lasting until ca. 60 Ma [9], resulting in the oxidation of 
biogenic pyrite releasing sulfuric acid into the environment [10, 11]. This long period of 
denudation under cold [12] and acidic oxidative conditions [13] produced a deep (~100 m) 
weathering profile, characterised by kaolinite, iron oxides, and amorphous silica, grading 
down through a mottled zone of kaolinite and montmorillonite, to montmorillonite at the base 
[14].  
 
Materials and Methods 
 
The mineralogy of the weathering profile in the GAB were documented along two cores using 
visible to near infrared (VNIR) spectroscopy, and synchrotron x-ray diffraction (XRD). 
Samples were collected from Tickalara 1 (142°09’25”E, 28°38’30”S) and Thargomindah 1 
(143°27’00”E, 27°17’30”S) cores in southwest Queensland (Fig. 1). 
 

 
 
Fig. 1:  Location of Tickalara 1 (Ti 1) and Thargomindah 1 (Th 1) on a simplified geological 

map of the Lower Cretaceous geology of the GAB (modified from [11]). 
 
 
VNIR spectra were acquired through HyLoggerTM technology (a CSIRO developed non-
destructive hyperspectral mapping technique) and an ASD FieldSpec Portable 
Spectroradiometer. The HyLoggerTM system uses an ASD VNIR spectrometer, scanning core 
and obtaining spectra at 8 mm intervals. Spectra is matched to laboratory spectra for mineral 
identification and corrected by a user, if required. VNIR spectroscopy was used to focus on a 
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number of mineralogically representative intervals identified along the HyLoggerTM scan of 
the top 300 m in both cores. 
 
For higher resolution characterisation and sensitivity to minor phases, XRD analysis was 
collected at the powder diffraction beamline at the Australian Synchrotron using a Mythen II 
microstrip detector. Datasets were collected with a wavelength of 0.68934 Å between 3° and 
83° two-theta for 5 minutes at two detector positions, and merged to remove gaps between the 
detector modules. An internal standard, 20% by weight NIST SRM 674 ZnO, was added to 
each sample to aid with quantification. 
 
Tables 1 and 2 summarise the sampling dataset for Tickalara 1 and Thargomindah 1. 
 

Table 1: Dataset for Tickalara 1 
 

Core number Start depth (m) End depth (m) VNIR spectroscopy XRD 
1-1 12.05 12.13   
1-2 18.87 19.04   
1-3 24.61 24.66   
1-4 25.00 25.03   
1-5 25.61 25.65   
1-6 27.68 27.88   
1-7 30.56 30.58   
1-8 32.39 32.45   
1-9 38.96 39.00   

1-10 53.61 53.73   
1-11 59.32 59.33   
1-12 62.05 62.12   
1-13 67.59 67.66   
1-14 74.09 74.17   
1-15 77.68 77.80   
1-16 146.90 146.94   
1-17 154.05 154.10   
1-18 174.83 174.88   
1-19 235.26 235.28   
1-20 273.94 274.03   

 
 

Table 2: Dataset for Thargomindah 1 
 

Core number Start depth (m) End depth (m) VNIR spectroscopy XRD 
2-1 82.13 82.22   
2-2 82.32 82.36   
2-3 137.21 137.31   
2-4 165.94 165.96   

 
 
Mineralogy of the weathering profile 
 
Spectral reflectance data 
 
Twenty-four samples were collected down to a depth of 300 m in both wells for VNIR 
analyses. The spectra in Fig. 2 are from samples 2-1, 2-3, and 2-4, and were identified as 
being representative of the main mineralogical layers through the weathered section. 
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Kaolinite: Spectrum A (2-1) in Fig. 2 exhibits an asymmetrical Al-OH absorption doublet at 
2.16 μm and 2.21 μm, a feature indicative of kaolin minerals [15]. 
 
Montmorillonite: Spectrum A in Fig. 2 exhibits hydration absorptions (H2O and OH) at 1.41 
μm and 1.91 μm, and an Al-OH absorption doublet (indicative of kaolinite) at 2.16 μm to 2.21 
μm. Spectrum B (2-3) in Fig. 2 has a small singular absorption feature at 2.21 μm. These 
features resemble the reflectance spectrum of the Al smectite montmorillonite [15]. 
 
Goethite: Spectrum A in Fig. 2 has a weak and broad absorption band in the visible range at 
0.92 μm. This feature is caused by electronic transitions involving ferric iron and is indicative 
of goethite [16]. 
 
Siderite: Spectrum B in Fig. 2 exhibits a broad absorption feature in the 1.0 μm to 1.3 μm 
region. This feature is commonly associated with ferrous iron [17]. The small absorption 
feature near 2.34 μm is likely due to CO3 vibrations [15]. These two features closely resemble 
the reflectance spectrum of siderite. 
 
Gypsum: Spectrum C (2-4) in Fig. 2 exhibits an H2O absorption feature at 1.43 μm and an 
H2O absorption doublet at 1.94 μm and 1.96 μm. Typically, these features are diagnostic of a 
minor amount of gypsum [18]. 
 

 

 
 

Fig. 2:  Spectral reflectance spectra of major weathering minerals in Thargomindah 1. The 
top black spectrum in each plot was obtained using the ASD FieldSpec spectrometer, and the 
coloured lines shown below are USGS laboratory spectra of identified minerals. (A) Minerals 

present in sample 2-1 are goethite, kaolinite, and montmorillonite. Vertical lines mark 
absorption features at 1.41, 1.91, 2.16, and 2.21 μm, and the Fe3+ electronic transition 

feature at 0.92 μm; (B) Minerals present in sample 2-3 are montmorillonite and siderite. 
Vertical lines at 1.41, 1.91, 2.21, and 2.34 μm; (C) Minerals present in sample 2-4 are 

gypsum, possibly montmorillonite. Vertical lines at 1.43, 1.94, 1.96, and 2.21 μm. 
 
 
Synchrotron XRD analyses 
 
Nine samples were collected down to a depth of 300 m in both wells for synchrotron XRD 
analyses. Samples were identified as being representative of the main mineralogical layers 
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through the weathered section. Seven samples from Tickalara 1 and two samples from 
Thargomindah 1 were analysed. These samples were chosen from those analysed using VNIR 
reflectance spectroscopy. Spectra shown in Fig. 3 are from samples taken from Tickalara 1. 
The minerals detected in these spectra were not detected by VNIR reflectance spectroscopy, 
most likely because these occur as minor phases and were unable to be identified by the lower 
resolution VNIR spectroscopy. These include nontronite (Fe smectite), detected in sample 1-
11 (Fig. 3A), and pyrite, albite, and rozenite, detected in sample 1-19 (Fig. 3B). 
 

 
 
Fig. 3:  Synchrotron XRD spectra of minor alteration minerals in Tickalara 1. (A) Spectrum 
of sample 1-11. Purple vertical lines below the red spectra indicate 2 peaks corresponding 

to nontronite; (B) Spectrum of sample 1-19. Blue vertical lines indicate 2 peaks 
corresponding to pyrite. 

 
 
The identification of these minerals has led to the characterisation of a four–layer weathering 
profile (illustrated in Fig. 4): 
 

1. The upper layer is principally composed of kaolinite, montmorillonite, and goethite. 
This layer is the host of precious opals in nearby Queensland opal fields, where thin 
(50 – 80 cm) opalised horizons extend laterally over many tens of kilometres, at a 
depth of 10 – 40 m [11]. 
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2. Goethite is rare in the upper intermediate layer, in which kaolinite and 
montmorillonite remain the main minerals. Nontronite was detected via synchrotron 
XRD analysis. 
 

3. The lower intermediate layer is dominated by montmorillonite with minor siderite and 
occasional gypsum. 

 
4. The lowermost layer is montmorillonite and gypsum. Synchrotron XRD analysis 

revealed the presence of pyrite, rozenite, and albite. 
 
A fifth layer of pore-lining and grain-coating nontronite has been documented in the eastern 
GAB a depth between 200 m and 300 m [19]. This nontronite is found within the Wallumbilla 
Formation (Fig. 1) (the top of which is at a depth of 420 m to 450 m in Tickalara 1 and 
Thargomindah 1), and is interpreted to be diagenetic in origin [19]. 
 

 
 

Figure 4: HyLoggerTM mineral distribution in Tickalara 1 and Thargomindah 1, down to a 
depth of 300 m. WX refers to well crystalline and PX refers to poorly crystalline. 

 
 
HyLoggerTM data indicates that the contact between each of these zones is gradual, and occurs 
at varying depths in Tickalara 1 and Thargomindah 1. The thickness of the top goethite-
bearing zone is approximately 25 m in both wells. The upper intermediate kaolinite zone is 
approximately 200 m in thickness in Tickalara 1, and thins to approximately 90 m in 
Thargomindah 1. The thickness of the lower intermediate montmorillonite zone in both wells 
is approximately 40 m to 50 m. 
 
 

Alteration profiles documented on Mars 
 
Al-rich phyllosilicates at the surface of Mars are commonly observed in Nili Fossae [3], 
Valles Marineris [4], and Mawrth Vallis [1, 3, 5, 6]. In these regions (Fig. 5) the Al-rich 
phyllosilicates overlie Fe/Mg smectites [20] and are often intermixed with hydrated silica [6]. 
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No Fe/Mg smectites have been found interbedded with or overlying Al-rich phyllosilicates 
[2]. 
 

 
Figure 5:  Location of major phyllosilicate outcrops on Mars overlying a MOLA (Mars 

Orbiter Laser Altimeter) elevation map. 
 
 
Nili Fossae 
Nili Fossae is the name given to a collection of grabens that have been heavily modified by 
erosion and infilling [21]. Fe/Mg smectites are the lowermost exposed unit in Nili Fossae, and 
are up to 600 m thick, as observed in the walls of a trough [21, 22]. A kaolinite-bearing unit 
always occurs above the Fe/Mg smectite unit in the area immediately adjacent to the Nili 
Fossae, and is tens of meters thick at the most [21]. Spectra clearly document a kaolinite 
group mineral [21], with evidence that this kaolinite-bearing unit may be intermixed with 
montmorillonite [3, 21]. Fe/Mg smectites and the kaolinite-bearing unit are observable where 
a caprock, without a distinct mineralogical signature, has been eroded [21, 22]. In the 
easternmost part of Nili Fossae olivine-bearing rocks replace kaolinite overlying Fe/Mg 
smectite [21]. In some places the olivine-bearing unit has been altered to magnesium 
carbonate [21]. Hydrated silica is typically found in the far west as a component of aeolian 
dunes [21]. 
 
Valles Marineris 
The canyon system known as Valles Marineris is traceable over a length of 4000 km. The 
lowest layers (down to -4 km) in the walls are composed of low-Ca pyroxene- and olivine-
bearing materials, overlain by a mineral spectrally consistent with dehydrated saponite or 
chlorite (Fe/Mg-rich phyllosilicates), with a high-Ca pyroxene-bearing layer above [21]. 
Overlying these horizons, in the uppermost portion of the wall and plateau (> 3 km), a two-
layer sequence of Fe/Mg smectite overlain by Al smectite or kaolinite is observed [21]. 
Sulfates, including gypsum, occur in subhorizontal layers hundreds of meters thick in the 
plains surrounding Valles Marineris [23]. Finely stratified (< 1 m) silica-bearing deposits 
have been observed on the plains, and are less than 100 m thick [24]. 
 
Mawrth Vallis 
The outflow channel and surrounding plains that encompass Mawrth Vallis present the region 
with the highest abundance in phyllosilicates on Mars [25], traceable laterally over hundreds 
to thousands of kilometres [26, 27, 28]. Fe/Mg smectites (typically nontronite) are overlain by 
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Al-rich phyllosilicates on both sides of the outflow channel, and on the channel floor [29]. 
Spectra indicate that the Al-rich phyllosilicates are composed of two horizons: 1) Al smectite, 
likely montmorillonite, intermixed with hydrated silica, sometimes overlain by 2) kaolinite 
intermixed with hydrated silica [4, 5, 22]. These Al-rich phyllosilicates are estimated to be 
between 30 m and 60 m thick [30]. 
 

 
 

Figure 6: Simplified weathering profile of the GAB with comparison to the mineralogical 
profiles of Nili Fossae, Valles Marineris, and Mawrth Vallis (modified from [2]). 

Characteristic minerals or compositions that characterise each unit in VNIR spectra are 
shown. For ease of comparison, kaolinite-bearing and montmorillonite-bearing layers are 

illustrated as one Al-rich phyllosilicate layer. Colour gradation indicates that the 
corresponding minerals occupy the same unit, grading from one to the other 

 
 

Discussion 
 
The near-surface mineralogical profiles of the GAB and Nili Fossae, Valles Marineris, and 
Mawrth Vallis on Mars are characterised by a Fe/Mg smectite layer overlain by a layer 
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comprised of Al-rich phyllosilicates, hydrated silica, and iron oxides (Fig. 6).  In both the 
GAB and Mars, this mineralogical sequence has been interpreted as the result of regional-
scale acidic oxidative weathering of feldspar-rich volcaniclastic sediments during the drying 
out of their respective surfaces [1, 11, 13, 31]. Very acidic conditions across the GAB were 
produced via the oxidation of biogenic pyrite into sulfuric acid during the drying out of the 
basin 97 myr ago [11], whereas on Mars, acidity derived from the photochemical conversion 
of volcanic sulfur dioxide into sulfuric acid in the presence of moisture [32]. The weathering 
profile described in the GAB is strikingly similar to mineralogical sequences observed on 
Mars, suggesting that the regional weathering processes may have involved similar 
ingredients (i.e. volcaniclastic sandstones and acidic conditions), despite the difference in 
proposed origin of acidity. The weathering profile described in the GAB has the potential to 
be a good terrestrial analogue for Martian regoliths formed via in situ surface weathering, 
hence providing a unique opportunity to explore in more detail weathering pathways, and the 
possible role of biology in the formation of Martian regoliths.  
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Summary: Sporadic E layers are thin, dense layers of ionization in the E region which
appear intermittently and can have strong effects on the propagation of high frequency (HF)
radio signals via the ionosphere. In order to be able to predict the effects of these layers,
a global, statistical model of sporadic E layers is being developed, using radio occultation
measurements taken by the satellite constellation COSMIC.

Introduction

Sporadic E layers are thin, dense layers of ionization in the E region of the ionosphere
(about 90 to 120 km in altitude). These layers appear intermittently and are highly variable
in time and space, unlike the regular E layer which is thicker and has consistent diurnal,
seasonal and solar cycle behaviour. They can have a significant effect on the propagation of
radio waves via the ionosphere, by reflecting radio waves up to frequencies of 100 MHz and
by blocking propagation via the F region of the ionosphere [1].

Whilst sporadic E layers have been the subject of much research over several decades [2]–
[5], their structure, behaviour and the processes that lead to their formation and destruction
are still not completely understood.

The inclusion of the effects of sporadic E is important when modelling any system which
involves the propagation of radio waves via the ionosphere. In order to account for the
effects of sporadic E, a full climatological model of this layer was developed using historical
measurements of its behaviour, modelling the geographic, diurnal and seasonal variations in
the layer; this will provide a more complete model of the sporadic E layer than previous work
done on mapping the sporadic E layer (e.g. [6]).

Data Sources

The data source chosen for use in this model was measurements made via GPS radio
occultation. This is a technique which measures a GPS signal as it travels through a limb of
the Earth’s atmosphere. The retardation and bending due to the Earth’s atmosphere results in
a phase and Doppler shift, which can be measured very accurately by the GPS receiver aboard
a satellite in low-Earth orbit. From these measurements the basic bending angle vs. impact
parameter data can be calculated, and vertical profiles of refractivity as a function of tangent
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Fig. 1: An example ionospheric profile observed by a COSMIC satellite, with the sporadic
E layer highlighted.

point radius can be derived. Further analysis converts the refractivity to electron density in
the ionosphere, and temperature, pressure and water vapour in the lower atmosphere [7].

An example electron density profile is shown in Figure 1, which shows an observation
with a prominent sporadic E layer, as well as the detected height and peak density of that
layer. The layer appears as a narrow ‘spike’ in the electron density profile around 100 km
in altitude. It should be noted that the thickness of the layer is very close to the vertical
resolution of the radio occultation technique; thus the sensitivity of this technique to sporadic
E layers will be reduced compared to other instruments such as ionospheric sounders.

A unique aspect of this technique is illustrated by Figure 2. This observation shows a
regular E layer at a peak height of 111 km, and a sporadic E layer below it at 95 km. The
sporadic E layer has a peak density below that of the regular E layer, thus it would be difficult
to detect with an ionospheric sounder.

The effect of sporadic E on GPS signals is well known [8], [9], and GPS radio occultation
has been previously used to look at the occurrence of sporadic E [10]–[15]. All of these
studies analysed scintillations in the raw GPS signal, which under certain conditions can be
caused by the small-scale spatial structure of sporadic E layers. However this technique does
not provide information about the density of a sporadic E layer, which is a very important
parameter for characterising its effect on radio propagation. In the model presented in this
paper fully-processed ionospheric profiles were used, which provide density information. It
should be noted that the presence of a sporadic E layer will generally violate the assumption
of spherical symmetry used in the Abel transform when calculating an electron density profile
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Fig. 2: An example ionospheric profile observed by a COSMIC satellite, showing a sporadic
E layer with a peak electron density below that of the regular E layer.

from a radio occultation measurement [7].

The data used in this model came from three different satellite missions: CHAllenging Mini-
satellite Payload (CHAMP) [16], Gravity Recovery and Climate Experiment (GRACE) [17]
and Constellation Observing System for Meteorology, Ionosphere and Climate (COSMIC)
[18]. Most of the data (approximately 90%) came from COSMIC, which is also known as
FORMOSAT-3. This is a collaborative project of the National Space Organization (NSPO)
in Taiwan and the University Corporation for Atmospheric Research (UCAR) in the United
States, to launch a constellation of satellites to provide radio-occultation soundings of the
atmosphere and ionosphere, with the primary goal of demonstrating the value of near-real-
time radio occultation observations in (tropospheric) numerical weather prediction [18]–[20].

The data from all 3 satellite missions were obtained from the COSMIC Data Analysis
and Archival Center (CDAAC), hosted by UCAR. The CDAAC processes the data from
the various missions into neutral atmospheric profiles and ionospheric products; both raw
data and processed data products can be downloaded from CDAAC via their website at
http://cdaac-www.cosmic.ucar.edu/cdaac/index.html.

Data Processing

For each radio occultation observation, the electron density profile data generated by
CDAAC was processed to determine the presence of sporadic E, and if present, the height
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and peak density of the layer. A spatial high-pass filter is used to reject the regular E layer,
which is much thicker than a sporadic E layer.

The observations were then separated into geographic cells and by time of day and day
of the year. This allowed the measurement of the variation of sporadic E with geographic
location, as well as its diurnal and seasonal variation. It is assumed that, although the sporadic
E layer’s behaviour varies seasonally, the layer’s behaviour repeats with an annual cycle and
thus aggregating data from different years (but from the same day of each year) is valid. The
geographic cells were spaced 5 degrees apart at the equator and further apart towards the
poles such that they had approximately equal area. The time resolution was 1 hour and the
day resolution was 20 days. Measuring the solar cycle variation of sporadic E behaviour was
considered but this was not done due to insufficient data.

For each geographic cell and time-of-day/day-of-year bin, two sets of statistics were gen-
erated: the median height of the sporadic E layer, and an inverse cumulative distribution
function (CDF) of the critical frequency of the sporadic E layer, also known as foEs, related
to the peak electron density in the layer N by [1]

foE
2
s =

Ne2

ε0m

where e is the elementary charge, m is the mass of the electron and ε0 is the permittivity of
free space. Note that this formula applies for the critical frequency of any ionospheric layer,
not only sporadic E. The inverse CDF is the proportion of all foEs observations with a value
greater than a given plasma frequency; the model calculated the CDF for frequencies of 0 to
20 MHz. (It is labelled as an ‘inverse’ CDF as a standard CDF counts all the observations
below a given value.) This allows the probability of a given radio signal being reflected from
a sporadic E layer to be estimated directly.

Results

Figure 3 shows the height statistics generated for a particular grid cell and day of year.
Both the median and mean height are shown; note that the median height is the quantity
used by the model. Figure 4 shows the critical frequency statistics for the same grid cell
and day of year. The corresponding (non-sporadic) E layer critical frequency (foE), from the
International Reference Ionosphere [21], is also shown. Most of the foEs measurements are
very close to foE, indicating little or no sporadic E activity, however at certain times of the
day, particularly around local noon (0340 UT), the distribution shows there is a small but
significant probability of there being a more dense sporadic E layer. It can also be seen that
there are sporadic E layers observed where foEs < foE, (foE here referring to the value
given by IRI, but in practice it is very close to the observed foE) where the sporadic E layer
is at a different height to the peak of the regular E layer, as shown in Figure 2.

Figures 5 and 6 show the model’s output over the entire Earth. For reference, both figures
also show the solar terminator and three lines of magnetic latitude (the magnetic equator, 20
degrees north and 20 degrees south). Here the spatial variation of sporadic E can be seen,
particularly in the probability distribution. There are three areas where sporadic E layers are
likely to be seen: two areas at magnetic latitudes of approximately 30 degrees north and
south, and a smaller area along the magnetic equator, all around local noon. These areas vary
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Fig. 3: Statistics on the height of the sporadic E layer observed at 32.50°S, 129.84°E,
around January 21.

Fig. 4: Statistics on the critical frequency of the sporadic E layer observed at 32.50°S,
129.84°E, around January 21. The dashed line is the corresponding (non-sporadic) E layer

critical frequency, from the International Reference Ionosphere. The vertical line
corresponds to local noon.
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Fig. 5: Global sporadic E layer height, from the empirical model, for 0430 UT, January 21.
The solar terminator, magnetic equator and magnetic latitudes 20 degrees north and south

are also shown.

Fig. 6: Global sporadic E layer probability, from the empirical model, for 0430 UT,
January 21. The solar terminator, magnetic equator and magnetic latitudes 20 degrees

north and south are also shown.
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somewhat with season; Figure 6 shows the result during southern hemisphere summer, with
the southern hemisphere area showing a somewhat greater probability of sporadic E than the
northern hemisphere area. This relation is reversed during the northern hemisphere summer,
and is mostly caused by the variation in the underlying regular E layer which varies strongly
with season.

Note that this spatial structure of the occurrence of sporadic E layers is similar to that
observed by Arras et al [10], except that they did not detect the region of sporadic E along
the magnetic equator. As they were using a different technique, looking at scintillation instead
of the electron density profiles, this could be due to a number of different causes, such as
a breakdown in the spherical symmetry assumed by the inversion technique, or a separate
ionospheric effect (e.g. ionospheric disturbances) causing false signals in the electron density
profiles. Further study, including data from other sensors, would be necessary to determine
the validity of the sporadic E layers seen in the equatorial region.

Conclusion

An empirical, climatological model of sporadic E layers in the ionosphere has been devel-
oped, which can be used to predict the height of the layer and the probability of seeing a
layer at any given location, time of day and day of year.

Further work is necessary in order to determine the sensitivity of GPS radio occultation to
sporadic E layers, compared to other ionospheric instruments such as ionospheric sounders.
This will allow the results from the model to be applied more accurately to radio propagation
modelling.
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Summary:   
 
A large mesospheric bore travelling Northwards over Edinburgh, South Australia, was 
imaged at 577.7 nm and 777.4 nm by the Defence Science and Technology Organisation’s 
(DSTO) Thermospheric Radar Airglow Correlation Experiment (TRACE) on the 29th of 
March 2014 from 17 – 19 UT. Although several bores have been imaged by TRACE in the 
last few years, this particular event was notable for its 20% decrease in airglow intensity 
spanning the entire field of view from East to West and the resolution of its wavefronts. The 
background airglow intensity increased by nearly a factor of two in the six hours leading up to 
the bore, possibly associated with semi-diurnal tidal effects. There is evidence that the bore 
was detected by the light sensor of a locally located Boltwood Cloud Sensor, the first time 
such a measurement has been made. 
 
Keywords:  Airglow imaging, ionospheric studies, mesospheric bores 
 
 

Introduction 

Airglow is the visual or infrared emission seen in the Earth’s atmosphere as a result of 
chemiluminescence. The emission wavelength is species dependent and commonly originates 
from oxygen, sodium or hydroxyl ions and molecules. The brightness of the airglow is 
proportional to the density of the species which makes it an ideal tool to explore atmospheric 
density variation.  
 
Mesospheric bores are so named for their resemblance to tidal river bores. They appear as a 
sharp increase or decrease in airglow intensity spanning the entire field of view travelling at 
20 – 100 ms-1 followed by either a series of phase-locked wave crests which appear as light 
and dark bands or a region of turbulence. The wavefronts may spread over time due to 
differing phase speed or slowly dissipate [1]. Light and dark bores often occur simultaneously 
at different altitudes.  
 
Since the first published mesospheric bore images in 1995, imaged in the ALOHA-93 
campaign [2], bores have been sighted in such diverse places as Brazil (1999) [3], the US 
(1999) [4], Argentina (2001) [5], Antarctica, (2001 [6] and 2007 [7]), Australia (2003) [8], 
Arecibo, Puerto Rico (2003) [9], India (2007) [10, 11] and China (2011) [12]. Occasionally 
they are visible to the naked-eye [4, 6, 12] and have been photographed [13] and videoed 
[14]. 
 
Models of mesospheric bores were generated almost immediately after the first sightings and 
continue to evolve as more observations are published [1, 15-18]. Terrestrial tidal bores occur 
when a shallow stable region of incompressible fluid bounded on three sides (a river bed and 
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two banks) is impinged upon by tidal surge inducing a hydraulic jump. This travels down the 
river as a wave front followed by either a series of phase-locked wave crests or a region of 
turbulence, depending on the fractional increase in the river depth due to the bore [4].  
Borrowing from this, it is postulated that mesospheric bores occur when a thin, bounded, 
stable region of the mesosphere, known as a ‘duct’, experiences a hydraulic jump which 
causes a series of waves to propagate down the duct. Lacking the ‘river bed’ region to confine 
the bottom side of the bore, waves are seen both top and bottom of the duct in opposite phases 
as an inverse pair. 
 
The presence of a thermal duct is determined by a peak in the square of the Brunt-Vӓisӓlӓ 
frequency [12] ,  defined by 

N2 = (gT) (
dT
dz

g
cp
)     (1) 

where T is the temperature, cp =1005 Jkg-1K-1 is the specific heat,  dT/dz is the 
gradient of the temperature profile gradient and g=9.54 ms-2 is the acceleration due 
to gravity.  An inversion in the temperature profile produces a peak in N2 which defines the 
ducting region [4, 17]. Ducts can persist for hours and span up to 1200 km [4].  
 
Mesospheric airglow tends to originate from narrow layers. If those layers lie close enough to 
the ducting region they will be affected by any bore waves propagating along them and the 
resulting density perturbations will appear as moving light and dark bands. Airglow 
originating from layers lying above the duct will be pushed upwards to less dense regions 
resulting in a dark bore with trailing light and dark waves. Conversely, airglow layers lying 
below the duct are pushed downwards into more dense regions forming bright bores. When 
two closely spaced airglow regions lie either side of a duct, simultaneous dark and light bores 
are seen [4, 6, 8, 15-19].   
 
The actual cause of the hydraulic jump is much less well understood. In some cases, it is 
thought to be caused by weather fronts [4, 20, 21] and there is evidence that tropospheric 
lightning, known to generate concentric waves in airglow [22, 23], may play a role. Unlike 
auroral activity, there is no association of bores with Kp index [4]. Bores are sometimes seen 
during periods of large-scale gravity wave activity, semi-diurnal tides [3, 5, 24] and two day 
waves [19]. 
  
Bores are often preceded by several ‘ripples’[3]. Reported as naked-eye phenomena as early 
as 1979 [25],  the ripples are short-wavelength (15-20 km) transient ‘wave packets’ which 
appear suddenly in airglow images and typically last less than an hour. Ripples traverse the 
airglow image with group velocity directions that are unrelated to their phase velocity 
direction, sometimes even perpendicular [26].  Ripples are thought to arise from local 
convective or dynamic instabilities [11, 20] mainly due to their short wavelengths and lives.  
 
This paper presents measurements and analysis of a significant bore observed over 
Edinburgh, Adelaide, Australia on the 29th of March 2014 by the Thermospheric Radar 
Airglow Correlation Experiment (TRACE).  
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The Edinburgh bore event 

The Airglow Imager 

The Defence Science and Technology Organisation (DSTO) has operated the Thermospheric 
Radar Airglow Correlation Experiment (TRACE) airglow imager from its Edinburgh, SA site 
since January 2012 in support of atmospheric studies at altitudes of interest to high frequency 
radar: specifically the ionospheric E and F layers.  
 
TRACE consists of a Keo Sentry [27] camera with 180 degree field of view (FOV),  24mm / 
F4.0, achromatic Mamiya fisheye lens, a temperature controlled filter wheel and a 16 bit 
Princeton Instruments Acton back illuminated Pixis 1024B CCD camera with a pixel size of 
13.3m x 13.3m. Details on the imager may be found in Unewisse et. al. [26]. The imager’s 
FOV corresponds to image diameters of ~400 km at an altitude of 96 km [28, 29] and ~1000 
km at an altitude of 250 km [30]. 
 
The imager has five available 2 nm wide filters centred on: 557.7 nm O(1S) oxygen emission 
originating from an altitude of 96 km with a small contribution from 250 km; 630.0 nm 
O(1D) oxygen emission (250 km); 777.4 nm O(5P) oxygen emission (350 km); 589.3 nm 
sodium doublet emission (92 km); and 572.4 nm used to measure local non-airglow 
conditions (the control image). In an urban environment, the sodium filter is generally too 
affected by light pollution to be scientifically useful. Images are obtained in a continuous 
cycle through selected filters with each exposure being typically 2 minutes.  
 
Some of the filters image nearby lines which fall within the filter bandwidth [31]. In 
particular, the 777.4 nm filter designed to measure faint high altitude oxygen airglow will also 
include emission from two OH Meinel airglow features from 87 km: a Q1(3) doublet at 777.3 
nm, and a P2(1) line emission at 778.4 nm. At times, this OH line dominates the images [5].  
The 777.4 nm images are also sensitive to galactic plane emission and the back illuminated 
chip, while very sensitive, suffers from a fringing interference pattern known as etaloning 
which may be mitigated during image processing [32].  
 
The TRACE is supported by two roof mounted environmental sensors: the Unihedron Sky 
Quality Meter (SQM) [33] which records calibrated light readings every minute and the 
Boltwood Cloud Sensor Mk II (BCS) [34, 35]which monitors weather and light conditions 
every 2.06 seconds. 
 
Image Processing 

The image processing method for this work was based on that detailed by the Mid-latitude 
All-sky-imager Network for Geophysical Observation (MANGO) project [36] and utilised 
routines in the Interactive Data Language (IDL) [37].  
 
Firstly, a dark image is subtracted from the image.  In this paper, the dark is the pixel by pixel 
median of a large number of closed shutter exposures taken over many nights with the same 
exposure time and temperature.  
 
Secondly, the image is corrected for line-of-sight and van Rhijn effects [38] which produce 
opposite, radially proportional effects on the image brightness. Line-of-sight effects result in 
attenuation of signals received at the imager from a zenith angle  (radians) due to different 
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atmospheric thickness along the path. The received emission, I(), relative to the original 
emission, I()0 , is given by [39] 

I(θ) = I(θ)010−0.4aF(θ)     (2) 
 

Where a is the atmospheric extinction co-efficient (assumed 0.2) and F() is 
 

F(θ) = [cos θ + 1.5 (93.885 − θ)−1.253]−1    (3) 
 
The van Rhijn effect results in the enhancement of airglow intensity received at the imager 
from a zenith angle  due to path length through the airglow emission layer. It is defined by: 
  

I(θ) =  [1 − ( Re
Re+h) sin2θ]

−1
2     (4) 

 
where Re is the Earth’s radius in km and h is the airglow altitude in km [36, 39]. These two 
effects are modelled as a single mask and divided into each image. 
 
Next, a star removal algorithm based on the publically available Airglowrsss IDL library [40] 
is used to reduce the impact of star trails.  
 
The image is then converted from fisheye pixel units to linear km (unwarping). The 
unwarping method outlined in many sources [36, 39, 41] is based on a seminal paper [42] 
from the Weapons Research Laboratory (WRL), a precursor to the current Defence Science 
and Technology Organisation (DSTO). A lens function is created by identifying stars on a 
sample image and fitting a third order polynomial to a  plot of radial distance from the image 
centre in pixels vs tabulated zenith angle at the image time. The zenith angle () at the airglow 
imager is then converted to km using its relationship to the the Earth centered angle  
(radians):  

 = θ −  sin−1 θ (Re sin 

Re+h )     (5) 
 

The distance from the image centre in km at the airglow height ra is then approximately   
 

ra = (Re + h)      (6) 
 

Using a method suggested by Theusner [43], a grid of 128 x 128 evenly spaced sample points 
on the image are transformed by the lens function and equation 6. The sample points and their 
resultant transformed co-ordinates are used in the IDL WARP_TRI function to warp all pixles 
in the image to km.  
 
The final step is to rotate the image to conventional co-ordinates with North at the top and 
East to the left.  
 
When higher contrast images are required, the airglow-free ‘control’ image is subtracted from 
the image to reduce background emission. Etaloning in the 777.4 nm images is minimized 
before co-ordinate conversion by creating a mask using the normalised median of a series of 
processed 777.4 nm images  and then dividing the image by this mask. Other methods are 
currently being trialled. 
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Measurements 

Figure 1 shows the progress of the bore from approximately 17-19 UT on the 29th of March 
2014 in 557.7 nm airglow. Imaging halted automatically due to the impending dawn just after 
19 UT. The images have 2 minute exposures and are approximately 8 minutes apart. At this 
altitude each image has a diameter of 400 km. Control image subtraction has been used to 
enhance contrast. The waves spread over time indicating wave ordering. 
 

 
Figure 1 Mesospheric bore of the 29 March 2014 from 17-19UT.Each frame is 400 km x 400 
km, North is up and East is to the left. 

 
Smoothed North-South slices through 557.7 nm images of the bore without control 
subtraction are shown in Figure 2. A decrease in airglow intensity in arbitrary units from 500 
to 400 is seen as the bore transits. The bore front has an average speed 46 ms-1 whereas the 
first trailing wave has a speed of ~34 ms-1. The wavelength of the leading first wave 
varies from 12.5 km at 18:06 UT to 49 km at 18:47 UT. The wave period is 
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approximately 20 minutes though the data is under sampled at a revisit rate of 8 
minutes.  
 

 
Figure 2 North-South slices through the bore images over time. The bore and first trailing 
wave appear as negative troughs. 

 
The 777.4 nm airglow image revealed a faint inverse bore from contaminating OH Meinel 
bands in the filter bandwidth originating from 87 km.  Figure 3 compares North-South slices 
of the last three OH images, where galactic plane interference is less, with the last three 
oxygen 557.7 nm images from Figure 2. Note the images are 4 minutes apart. The 
correspondence of OH peaks and 577.7 nm troughs can clearly be seen.  
 
The bore event was preceded by a series of instability ‘ripples’ over 2 hours, one of which 
was visible in both the 557.7 nm and OH Meinel images simultaneously.  
 



Proceedings from 14th Australian Space Research Conference, 2014      Page 113

 

 

 
Figure 3 North South slices through the last three Oxygen 557.7 nm and OH Meinel images.  

 
Discussion 

Ducting 

TIMED/SABER satellite [44, 45] Level 2A kinetic temperature profiles are shown in Figure 
4a. Unfortunately, the geographically closest data was taken 4.5 hours before (12.45 UT and 
12.47 UT) and 2 hours after (21.61 UT and 21.63 UT) the observed bore, the latter being after 
local sunrise (20.5 UT). The green line is the altitude of the oxygen 557.7 nm emissions (96 
km) and the blue line is the altitude of the OH emission (87 km). There is a 30 K temperature 
inversion between 88 and 92 km in the 12.47 UT profile. 
 

 
Figure 4 a) The TIMED/SABER temperature profiles for events geographically close to the 
observed bore and b) the corresponding Brunt-Vaisala squared. The altitudes of the 557.7 nm 
(green) and 777.3 nm (OH) airglow emission is also shown. 
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The corresponding Brunt-Vӓisӓlӓ squared profiles are shown Figure 4b. A duct is clearly seen 
between the two airglow layers in the hours leading up to the bore but not in the hours after 
the bore. The FWHM of the ducting regions is around 4 km.  
 
SABER data is not able to confirm the presence of ducting at the time of the bore but it does 
indicate that there was one present between the airglow layers 4.5 hours beforehand. As ducts 
can persist for hours [4], it is likely that the duct was still present when the bore was observed. 
 
Median airglow intensity. 

Figure 5 shows the median of the central 512 x 512 image pixels for 557.7 nm (oxygen, 96 
km), 572.4 nm (background) and 777.4 nm (oxygen, 350 km and OH, 87 km) airglow images. 
The figure clearly illustrates the problems associated with subtracting the ‘background’ 
control data from weak 777.4 nm data. 
 
The 557.7 nm airglow intensity rose from 260 to 450 arbitrary units in the 6 hours leading up 
to the bore, starting from the appearance of ripples, and then dropped off as the bore passed. 
The OH airglow showed a corresponding but smaller decrease in intensity during this time 
which rose as the bore passed. Bores have previously been associated with large rises in the 
background airglow intensity [3, 5, 8, 19, 24] . 
 

 
Figure 5 The median airglow intensity over the central 512x512 pixels of the image for three 
filters. 

 
Light sensor bore detection 

The Boltwood Cloud Sensor (BCS) daylight sensor [35] is an Osram SFH 213 photodiode.  It 
has a 20 degree field of view and spectral range of 100 – 1100 nm (covering both IR and 
visual radiation) with a peak sensitivity at 850 nm [46]. The sensor records local weather and 
light conditions every 2.06 seconds. For practical reasons, the BCS is mounted over the 
container roof rather than over ground as recommended which does not significantly impact 
on its use in TRACE’s context.  
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Unless there is strong artificial light or the sky is obscured by thick cloud, the average 
overnight light sensor reading at this site is 19 ± 9 arbitrary units (1σ). Figure 6 is a plot of 
smoothed light sensor output on the night of the bore showing that the light level rose to 
around 100 prior to the bore and then oscillated with a period of approximately 28 minutes as 
it passed. As stars were clearly visible in all images, it is assumed that this is not due to cloud 
cover. A similar but smaller rise in light reading was seen in a fainter bore on the 19th of 
August 2014 suggesting that this may be a method of bore detection. 
  
The daylight sensor spectral range covers both visual and IR wavelengths. The BCS 
incorporates two 8 – 14 µm infrared temperature sensors, one ground facing and one sky 
facing.  The difference between the two measurements is used to determine cloud cover. The 
ground temperature varies slowly but the sky temperature is sensitive to small changes. The 
overlayed arbitrarily scaled sky IR temperature in Figure 6 shows that at least some of the 
light readings are related to the variation in sky temperature.  
 

 
Figure 6 a) Light readings (black) and scaled SKY IR temperature (blue) from the BCS with 
ripple and bore times marked.  

Although visual range airglow measurements were obtained at 557.7 nm, 630 nm, 777.4 nm 
and 572.4 nm, the 8 minute revisit time meant they were not sampled sufficiently to confirm 
the oscillations seen in the light measurements. There is a gradual increase in the 557.7 nm 
median intensity but it does not directly correlate with the increase in light measurements.  
 
The Sky Quality Meter (SQM), designed to report calibrated light readings, experienced 
technical difficulties around 12 UT, just prior to the onset of the increase in light readings 
from the cloud sensor. 
 

Conclusion 

The Thermospheric Radar Airglow Correlation Experiment (TRACE) detected a large bore 
on the 29th of March 2014 over Edinburgh, South Australia.  The bore exhibited wave 
ordering with the leading front significantly faster than trailing waves. In the hours leading up 
to the bore, the airglow intensity increased by almost a factor of 2 and there was evidence of 
local convective or dynamic instabilities. The bore was detected as a dark bore in 557.7 nm 
Oxygen from 96 km and a faint light bore in 87 km OH airglow. There is evidence that the 
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bore was also detected by the light sensor of the onsite Boltwood Cloud Sensor and its sky IR 
sensor. 
 
SABER data confirms the presence of ducting between the airglow layers 4.5 hours before the 
bore. As ducts can persist for hours, it is likely that the duct was still present when the bore 
was observed. 
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Summary: Super Dual Auroral Radar Network (SuperDARN) is an international HF radar
network employed to explore the impact of solar disturbances on Earth by monitoring the
location of aurora and related phenomena occurring in the ionosphere. These radars utilise an
Auto-Correlation Function (ACF) to estimate the target velocity. The ACF technique, however,
has shown large and occasionally unrealistic errors. An independent cross-checking technique,
therefore, is desirable for evaluating the velocity estimated by the ACF technique.

This paper proposes a novel Spectrum Difference Function (SDF) technique for the purpose
of cross-checking the ACF results. In the proposed technique, the difference between the
magnitude spectra of the transmitted and the received signals is defined as the SDF and
employed to deduce target velocity. Mathematical derivation shows that the gradient of the
SDF in the vicinity of the carrier frequency is directly proportional to the target Doppler
frequency. Therefore, by calculating the gradient of the SDF, the Doppler frequency and
consequently target velocity can be deduced.

Keywords: SuperDARN, Radar, Doppler Frequency Estimation, FFT

I. Introduction

Super Dual Auroral Radar Network (SuperDARN) is an international network of over
30 high frequency (HF) coherent scatter radars designed primarily for observing plasma
convection in the high-latitude ionosphere, as well as a range of other ionospheric phenomena
including magnetospheric substorms, gravity waves, magnetohydrodynamic waves, and the
refraction of radio waves [1], [2]. SuperDARN radars use a multi-pulse technique to measure
the complex autocorrelation function (ACF) of the received backscatter over 75–110 range
gates in the radar’s field of view. These ACFs are then used to determine the power (signal-
to-noise ratio), line of sight Doppler velocity and Doppler spectral width associated with the
scattering target by fitting model functions to the measured ACF power and phase [3], [20].
However, the ACF technique has been shown to produce large and occasionally unrealistic
errors in the measured Doppler velocity [5]. Since all radars operate using common data
analysis software, it is difficult to assess the accuracy of velocity measurements.

There have been several attempts to compare velocities measured by SuperDARN radars
to other instruments. Drayton [16] pointed out that SuperDARN velocities were on average
lower than F-region drift velocities measured by DMSP satellites. Gillies [17] also suggest
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that velocities derived from the SuperDARN ACFs were systematically lower than DMSP
velocities. Similar results were found when SuperDARN derived velocities were compared
with other incoherent scatter radars in [18] and in [19].

In this paper we present a new technique for measuring the Doppler velocity that is
independent of, and parallel with, the ACF technique, and thus provides a means of cross-
checking SuperDARN velocity measurements “on the fly” with the same radar. This technique
takes advantage of the advanced capability of the TIGER 3 radar, a new SuperDARN radar,
which was recently installed near Adelaide, South Australia [15].

The Tasman International Geospace Environment Radar (TIGER) is part of the SuperDARN
expansion to the southern hemisphere, currently consisting of three HF radars [6], [7], [8].
TIGER 3 is an all-digital radar, integrated with the latest technology and Field Programmable
Gate Arrays (FPGA) chips which could bring about greater performance and increased op-
erational flexibility [9], [10], [11], [15]. Based on the TIGER 3 configuration, we propose
a Spectrum Difference Function (SDF) technique, which runs parallel with the current ACF,
and therefore, provides a means for cross-checking results of the ACF technique. In the
proposed technique, the difference between the magnitude spectra of the transmitted and the
received signals is defined as the SDF and employed to deduce target velocity. Mathematical
derivation shows that the gradient of the SDF in the vicinity of the carrier frequency is
directly proportional to the target Doppler frequency. Therefore, by calculating the gradient
of the SDF, the Doppler frequency and hence the target velocity can be deduced.

This paper is organized as follows: section II presents the mathematical derivation of the
proposed technique. Section III analyses Matlab simulation results for the application of the
SDF technique on the TIGER 3 platform, in both noise-free and Gaussian noise scenarios.
Section IV presents the new method for the velocity estimation in radar using the SDF
technique. The computational consideration of the technique is given in Section V, followed
by a discussion, future work and conclusion.

II. Mathematical derivation of the SDF technique

A. Motivation

Assume the magnitude spectrum function of the transmitted (Tx) signal is G(fc), where
fc is the carrier frequency, and G is the envelope function determined by the Fast Fourier
Transform (FFT) of the Tx pulse envelope. Assume that the received (Rx) signal is at the
same scale as the Tx signal and noise has little effect on the spectrum of Rx signal. The
magnitude spectrum of the Rx signal, therefore, is similar but only a shifted version of the
Tx by a Doppler frequency and can be approximate as G(fc+fd). In most radar applications,
fd is negligible in comparison to fc, therefore the difference between the Tx and Rx spectra
can be calculated as:

G(fc + fd)−G(fc) ≈ fd ×G
′
(fc) (1)

Where G
′
(fc) is the derivative function of G(fc).

Equation (1) shows the relationship between the Doppler frequency and spectra of the Tx
and Rx signals. It suggests that the Doppler frequency can be calculated if the spectra of Tx
and Rx signals are known.
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B. Spectrum Difference Function

In this section, the Spectrum Difference Function (SDF) in the vicinity of carrier frequency
is derived. Given that the radar Tx signal, x(t), is a periodic rectangular pulse sequence with
a carrier frequency fc, pulse width T , and pulse repetition time τ :

x(t) =

{
cos(2πfct) if kτ ≤ t ≤ kτ + T

0 otherwise. (2)

Its Fourier transform is given by:

X(f) =

∫ +∞

−∞
x(t)e−j2πftdt (3)

Assume there is only a single body moving target in a noise free environment where the
received signal y(t) is also periodic with a pulse width T and pulse repetition time τ . The
received signal will exhibit a time shift (due to delay), Doppler frequency shift (due to the
moving target) and attenuated magnitude A (due to loss in transmission path and reflection).
As a result, the received signal can be expressed as:

y(t) =

{
A cos

(
2π(fc + fd)(t+ td)

)
if kτ ≤ t ≤ kτ + T

0 otherwise. (4)

The Doppler frequency depends on the target movement. That is, if the target is moving away
from radar, fd is negative and if the target is approaching the radar, fd is positive. As this
technique compares spectra of the Tx and Rx signals to determine the Doppler frequency fd,
the signal magnitude and time delay do not play important roles. Upon time and amplitude
standardization in the receiver, the Rx signal can be expressed as:

y(t) =

{
cos

(
2π(fc + fd)t

)
if kτ ≤ t ≤ kτ + T

0 otherwise. (5)

The Fourier transform of the Rx signal is given as:

Y (f) =

∫ +∞

−∞
y(t)e−j2πftdt (6)

The SDF is defined as:
D(f) = |Y (f)| − |X(f)| (7)

It is expected that the SDF is closely related to fd. This relationship is proven in the following
section.

C. Mathematical derivation of the SDF technique

To simplify the mathematical problem, a single pulse transmission signal will be examined
first. That is:

x(t) =

{
cos(2πfct) if − T

2
≤ t ≤ T

2
0 otherwise. (8)

x(t) can be rewritten in the following form:

x(t) = g(t) cos(2πfct)

where g(t) is a rectangular window function in the form of:

g(t) =

{
1 if − T

2
≤ t ≤ T

2
0 otherwise. (9)
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The Fourier transform of the rectangular window function g(t) can be expressed as:

G(f) =

∫ +∞

−∞
g(t)e−j2πftdt (10)

This results in the magnitude spectrum of the rectangular window exhibiting a sinc function
form:

|G(f)| =
∣∣∣sin(πfT )

πf

∣∣∣ (11)

The Fourier transform of the Tx signal then becomes:

X(f) =

∫ +∞

−∞
x(t)e−j2πftdt

=

∫ +∞

−∞
g(t) cos(2πfct)e

−j2πftdt

=

∫ +∞

−∞
g(t)e−j2πft e

−j2πfct + ej2πfct

2
dt

X(f) =
1

2

[
G(f + fc) +G(f − fc)

]

(12)

The above equation indicates the upper and lower side bands in the spectrum of the Tx signal.
In SuperDARN radars, fc ranges from 8 to 20 Mhz, the two bands can be considered non
overlapping. Therefore, the magnitude spectrum of x(t) can be approximated as:

|X(f)| = 1

2

[
|G(f + fc)|+ |G(f − fc)|

]
(13)

The received signal upon standardization can be expressed as:

y(t) = g(t) cos
(
2π(fc + fd)t

)

Similarly, we have the magnitude spectrum of y(t) is:

|Y (f)| = 1

2

[
|G(f + fc + fd)|+ |G(f − fc − fd)|

]
(14)

From (13) and (14), the SDF can be calculated as:

D(f) ≈ 1

2

[(
|G(f − fc − fd)| − |G(f − fc)|

)
+
(
|G(f + fc + fd)| − |G(f + fc)|

)]

=
1

2

(
D1(f) +D2(f)

)
(15)

Let us consider the upper side band function:

D1(f) =
|G(f − fc − fd)| − |G(f − fc)|

2

=
K(f − fc − fd)−K(f − fc)

2
(16)

Where
K(f) = |G(f)| =

∣∣∣sin(πfT )
πf

∣∣∣
In radar applications, fd is significantly smaller in comparison to fc. For the SuperDARN
radars, the typical drift velocity is smaller than 1000 m/s [12]. Doppler frequency shift fd,
thus, is nominally smaller than 200 Hz. Therefore, the Taylor series of function K(f−fc−fd)
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that is infinitely differentiable fd in the neighbourhood (f − fc) can be applied:

K(f − fc − fd) = K(f − fc) +
K(1)(f − fc)

1!
(−fd) +

K(2)(f − fc)

2!
(−fd)

2

+
K(3)(f − fc)

3!
(−fd)

3 + ... (17)

Ignoring the high order terms in the above equation we then have the approximation:

D1(f) ≈ −K(1)(f − fc)fd
2

(18)

It can be seen that the envelope of K(f − fc) is identical to that of K(f), only being shifted
in frequency. K(1)(f − fc) in the neighbourhood of fc in equation (18), therefore, is equal to
K(1)(f) in the vicinity of f = 0 Hz. Let us examine the function K(1)(f) in the vicinity of f
= 0Hz.

K(f) =
∣∣∣T sinΩ

Ω

∣∣∣ in that Ω = πfT

In the vicinity of f = 0Hz, which is also the vicinity of Ω = 0, we have:
∣∣∣T sinΩ

Ω

∣∣∣ = T sinΩ

Ω
Therefore:

K(1)(f) = πT 2ΩcosΩ− sinΩ

Ω2
(19)

K(2)(f) = π2T 3 (2− Ω2) sinΩ− 2Ω cosΩ

Ω3
(20)

K(2)(f) in the neighbourhood of f = 0Hz can be found by:

lim
f→0

K(2)(f) = π2T 3 lim
Ω→0

(2− Ω2) sinΩ− 2Ω cosΩ

Ω3
(21)

In the above equation, the limits of the numerator and denominator, as Ω approaches 0, are
0. Therefore L’Hopital’s rule can be applied to show:

lim
f→0

K(2)(f) = −π2τ 3

3
(22)

With the second derivative K(2)(f) being a constant in the neighbourhood of f = 0 Hz, the
first derivative K(1)(f) will exhibit a linear function in that area. Similarly, K(1)(f − fc) will
show a linear function in the vicinity of fc. From equation (18), this means the gradient of
the SDF in the vicinity of fc is a linear function of fd.

From equations (18),(19),(22) the gradient, Grad, of the upper side band function D1(f)
in the neighbourhood of fc is determined as follows:

Grad =
π2T 3

6
fd (23)

Equation (23) shows that the gradient of the SDF in the neighbourhood of the carrier frequency
is a linear function of the Doppler frequency. Therefore, if the value of Grad is known, the
Doppler frequency and hence the target velocity can be determined.
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III. Simulation results

In this section, MATLAB is used to simulate Tx/Rx signals and their magnitude spectra.
The SDF is then calculated, from which the gradient in the neighbourhood of carrier frequency
is computed and the Doppler frequency is deduced. Variable Doppler frequency values are
tested to confirm equation (23) from the previous section.

The current TIGER 3 transmits the Kat’s 8-pulse sequence [20]. However, in this section,
only a single pulse is simulated to demonstrate the validity of the new technique. For this
simulation all other TIGER radar parameters are kept unchanged.

A. SDF in a noise-free scenario

The transmit signal is simulated in MATLAB with the following parameters: pulse length
300 µS and carrier frequency fc = 8 MHz. The TIGER 3 radar operates at a sampling rate
of fs = 125 MHz, therefore, a single pulse contains 37,500 samples. A single period is 100
ms and contains 12.5 million samples.

The SDF technique is based on the linear region of the SDF in the vicinity of carrier
frequency. This area proves narrow, in the order of a few thousand Hz. If the FFT of one
Rx pulse is taken, the number of samples in the FFT is N = 37,500, the frequency bin width
achieved is therefore:

fw =
fs
N

= 3333Hz

Therefore, only a few samples of the signal spectrum can be used for the SDF technique.
This will not be enough for the technique to achieve a high level of accuracy. Zero-padding
is, thus, necessary for the SDF technique to reduce frequency bin width and thereby, having
more samples for processing. However, this comes at the cost of increased computation. In
this paper, a zero-padding up to N = 12,500,000 points (equal to one pulse period) will be
used to test the validity of the SDF technique.

With a sampling rate fs = 125 MHz and the size of the FFT N = 12,500,000, the frequency
bin width achieved is :

fres =
fs
N

= 10Hz

The carrier frequency is 8 MHz and, thus, located at bin 800,000. 4,000 samples around the
carrier frequency (from bin 798,001 to bin 802,000) of the Tx magnitude spectrum are shown
in Figure 1.

The Rx pulse is generated in the same manner as the Tx pulse, except the carrier frequency
is marginally altered to 8,000,100 Hz, artificially inducing a Doppler shift, fd, of 100 Hz.
The SDF is formed by the difference in magnitude spectra of Tx and Rx signals. For this
technique, only the SDF in the vicinity of the carrier frequency is of interest, located around
bin 800,000 of the spectrum. 600 and 200 samples around bin 800,000 of the SDF are shown
in Figure 2 and Figure 3, respectively.

As shown in Figure 2 and Figure 3, the SDF function in the vicinity of carrier frequency
exhibits a linear function in a small region of 2,000 Hz, equivalent to 200 FFT samples. The
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Fig. 1: Magnitude spectrum of Tx pulse in the neighbourhood of fc = 8MHz. The
spectrum is centered at bin 800,000
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Fig. 2: 600 samples of SDF in the neighbourhood of fc

more samples that are taken for SDF, the less linear it is. If more than 400 samples are taken,
the SDF no longer exhibits linear but a cubic function. With a cubic fit, the computational
complexity of the SDF technique will increase.

In this paper, the linear fit is implemented to reduce computational complexity. It is
favourable to take less data samples because the error introduced by the linear fit will be
smaller. However, under the presence of noise, more data samples are desirable for accurate
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Fig. 3: 200 samples of SDF in the neighbourhood of fc

interpolation. Both sides considered, a reasonable approach is to utilise the Least Square Error
criteria (LSE) for a linear fit of the 200 samples of the SDF. Details of the LSE criteria are
presented in [13].

Applying the LSE criteria to the 200 samples of the SDF when input fd = 100 Hz
equates to Grad = 0.5253. Varying the input Doppler frequencies from 0.1 to 200 Hz,
the corresponding gradients are calculated, from which the estimated Doppler frequencies are
deduced accordingly, using equation (23). The results are shown in Table 1 and Figure 4.

Table 1: Gradient and estimated fd in noise free scenario

Input fd (Hz) Gradient fd estimate (Hz)
0.1 0.000526 0.095
1 0.005257 0.946
2 0.010517 1.892
5 0.026292 4.731
10 0.052585 9.462
20 0.105164 18.923
50 0.262844 47.308
100 0.525284 94.616
150 0.786974 141.924
200 1.047570 189.232

Table 1 and Figure 4 indicates the directly proportional relationship between fd and the
gradient of SDF (f) in the vicinity of the carrier frequency. Consider, for example, the case
where fd = 100 Hz,if the amplitude normalization is taken, the actual gradient of the SDF
is thus given as:

Grad =
0.52528

125, 000, 000
= 42.022× 10−10(unit/Hz) (24)
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Fig. 4: Gradient versus fd in noise free situation

Substituting the above value of Grad and simulated data τ = 0.3 ms into equation (23) to
find fd:

fd =
6× 42.022× 10−10

π2(3× 10−4)3
= 94.62(Hz) (25)

With the simulated input value fd = 100 Hz, equation (25) shows an estimation error of
5.38 %. This is considered the error of the technique and can be attributed to the following
reasons:
1. Equation (23) is an approximation.
2. The SDF is not linear.
3. The LSE method itself introduces an error.

The 5.38 % error in a noise-free environment suggests that the result needs to be scaled
up by a scale factor (SF) of 100/94.62 = 1.0569 to compensate for the systematic error of
the technique.

B. SDF in White Gaussian Noise scenario

In this section, let us assume that the noise at the radar receiver is additive white Gaussian
noise n(t):

r(t) = y(t) + n(t) (26)

where r(t) is the total signal at the radar receiver, and y(t) is the reflected signal from a
moving target.
The stepped procedure in this section is shown below:
Step 1: calculate magnitude spectrum of the Tx signal, take 200 central samples as reference
spectrum.
Step 2: generate a single Doppler frequency fd from 1 to 200 Hz.
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Step 3: generate a single SNR value.
Step 4: generate the Rx signal with a random phase, given fd and add white Gaussian noise
with the given SNR, calculate magnitude spectrum of the Rx signal and SDF, apply LSE
criteria to 200 centre samples of the SDF to find the gradient then substitute into equation
(23) to find calculated fd, scale up the calculated fd by a SF to compensate for the estimated
error, subtract this value from fd generated in step 2 to get the absolute error.
Step 5: loop to step 4 for 10,000 times (which is considered a statistically sufficient number).
For a single set of 10,000 random Rx signals, two variables are produced; the mean error
(ME) and root mean squared error (RMSE). The two numbers are both taken as the quality
benchmark of the SDF technique.
Step 6: loop to step 3 and change SNR.
Step 7: loop to step 2 and change Doppler frequency.

Simulation results where fd = 100 Hz with SNR = 20 dB is shown in Figure 5. Simulation
results for fd = 100 Hz, 50 Hz, 10 Hz with SNR = 25 dB, 20 dB, 15 dB, respectively are
shown in Table 2.
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Fig. 5: Error distribution from 10,000 random Rx signals, SNR = 20dB, rectangular
window, FFT size N=12,500,000, fd = 100 Hz

Table 2: SDF technique error in a Gaussian noise scenario. All values are in Hz

SNR = 25dB SNR = 20dB SNR = 15dB
fd ME RMSE ME RMSE ME RMSE
100 0.0393 0.5501 0.0254 0.9591 0.0547 1.7009
50 0.0591 0.5554 0.0528 0.9572 0.0358 1.6846
10 0.0734 0.5518 0.0634 0.9475 0.0501 1.6693

Table 2 shows that a high level of accuracy can be achieved with the new SDF technique
using a rectangular pulse. At a typical level of SNR = 20 dB in TIGER 3 radar, the RMSE
of the estimation is approximately 0.96Hz, irrespective of the Doppler frequency.
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The ME of all cases in Table 2 are positive. Although small, they indicate a positively
biased estimation. This could be resolved by reducing the SF, thereby pulling the ME back
to zero. By doing this, the RMSE is also further reduced.

IV. New method for the velocity estimation

A new method for measuring target velocity based on the SDF technique can be summarized
as follows:
Step 1: Calculate the magnitude spectrum of the Tx signal, take 200 centre samples and
consider this as the reference spectrum
Step 2: Process data in one range gate at a time, including:

1) Standardize the Rx signal. All the calculations so far are based on the assumption that
the magnitude of the Tx and Rx signals are the same. It is necessary to standardize the
Rx signal magnitude to the Tx signal magnitude.

2) Calculate the SDF
3) Use the LSE criteria to calculate the gradient of the SDF in the vicinity of carrier

frequency
4) Calculate fd using equation (23)
5) Scale up the calculated fd with a pre-determined SF. The value of the SF, however,

depends on a number of variables.
6) Calculate the target’s velocity

V. Computational consideration for the SDF technique

As discussed in the previous sections, zero padding is necessary because the technique
utilises a small region in the SDF, in which there must be enough samples for processing.
The more zero-padding to the signal, the better the representation of the spectrum and more
samples for processing, which results in more accurate frequency estimation. On the other
hand, further zero-padding increases the computation complexity of the system, mostly due
to the size of the FFT.

In the previous sections, a zero-padding of Tx and Rx signal up to 12,500,000 points is
implemented to simulate the technique’s validity. With this arrangement, the frequency bin
width achieved is 10 Hz. The linear region in the SDF is about 2000 Hz, therefore, consists
of 200 samples. If SNR = 20 dB and a rectangular window is applied, the simulation results
show that the estimation uncertainty of 0.95 Hz can be achieved with the SDF technique.

An FFT size of 12,500,000 points, however, is a huge computation and can pose difficulties
in the implementation to any system. The current TIGER 3 configuration does not meet the real
time processing requirement for an FFT of 12,500,000 points. Even if future configurations
could meet this requirement, it is not considered efficient to do so. A reduction of the FFT
size, therefore, is a must.

The first approach is to directly reduce the size of zero-padding. As a result, there are
less samples in the area of interest for the SDF technique. The reduction of computation,
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therefore, comes at the cost of decreasing accuracy. However, the size of the FFT can be
reduced to a level where the estimation accuracy still meets the system requirement.

If a zero-padding of Tx and Rx signal up to 1,250,000 points is implemented, for example,
the frequency bin width achieved is 100 Hz and there are 20 samples in the linear region
of the SDF for the linear fit. At the extreme, the minimum necessary zero-padding is at
N=125,000. In this arrangement, the frequency bin width is 1000 Hz. Therefore, there are
only 3 samples in the linear region for the linear fit. It is to be expected that the accuracy
reduces significantly in this case.

Initial simulation results show that as the size of zero-padding reduces from 12,500,000
to 1,250,000 the accuracy of the SDF technique degrades insignificantly. From N = 625,000
downward, the RMSE and the ME of error both increase significantly, showing the estimation
is highly biased and has large RMSE. At this point, there are insufficient samples for the
linear fit which limits the feasibility of the SDF technique for smaller sizes of zero-padding. A
zero-padding of around one million points could be a sensible solution as a trade-off between
accuracy and computational complexity.

The second approach is to shift the processing domain from RF to an IF frequency. The
SDF technique is based on the spectra of Tx and Rx signals, therefore the technique is feasible
as long as the two spectra are well preserved. As the bandwidth of returned radar echoes is in
the order of a few KHz, we could reduce the IF frequency significantly compared to the RF
carrier signal. By moving the two spectra to a much lower IF frequency, the sampling rate
can be reduced significantly and so the size of the FFT. This solution comes with the cost
of extra mixers and filters which are necessary for shifting frequency and preserving spectra.
Overall, the computation requirement can be reduced to a manageable level.

With a combination of the first and the second approaches, the size of the FFT could be
reduced to a level of few thousand points. The current TIGER 3 configuration can meet both
processing time and hardware requirement for this FFT size. The SDF technique, therefore,
can be feasible in TIGER 3 platform.

VI. Discussion

The SDF technique is designed as a cross-checking mechanism for the standard ACF
technique. The technique acts as an independent measurement of the velocity utilising the
data available and as such is not a replacement of the ACF.

The technique uses only one Rx pulse. The magnitude spectrum of the Rx pulse in one
range gate is compared to the magnitude spectrum of Tx pulse to find Doppler frequency
in that range gate. The technique requires a “clean” Rx pulse from the range gate which is
currently examined. The term “clean” in this instance refers to a signal from that range gate
which only comes from one Tx pulse and is not “contaminated” by cross range interference
caused by multiple pulse sequence.

Considering the 7-pulse sequence as an example: pulses are transmitted at lags [0, 9, 12,
20, 22, 26, 27] with one lag time being 2400 µS, and the pulse width is 300 µS [20]. There
is, by design, a large gap between the first and the second pulse (9 lags which is equivalent to
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72 range gates). For the time of the first 9 lags, the receiver captures only a “clean” Rx pulse
from the first 72 range gates due to the first Tx pulse. After that time, the Rx signal from
the receiver will be “contaminated” by the cross range interference caused by the multiple
pulse sequence. These first 72 “clean” Rx pulses therefore could be utilised by the SDF for
cross-checking velocity in their respective range gates.

Similarly with 8-pulse sequence, the pulses are transmitted at lags [0, 14, 22, 24, 27, 31,
42, 43] with a lag time of 1800 µS, and unchanged pulse width [20]. Therefore, the “clean”
pulses could be used by the SDF technique for cross-checking velocity for the first 84 range
gates.

Consequentially, the SDF technique is not capable of covering all TIGER radar range gates.
However, for the purpose of velocity cross-checking of the ACF technique, 72 range gates
(in the 7-pulse sequence) or 84 (in the 8-pulse sequence) are considered sufficient.

Finally, the technique does not take advantage of the signal processing gain that the
multiple pulse sequence offers with the ACF. However, it uses multiple measurements from
the oversampling of the received signal, which provides a signal processing gain in the data
extraction. While the ACF technique can generate one result (average velocity) after a number
of pulse sequences during the integration time, the SDF technique can be implemented in
real time and produces one result every pulse sequence. At a common mode, the ACF
technique correlates 70 pulse sequences (equivalent to an integration time of 7s) for one
velocity estimate. This estimate is considered as the average velocity of the target within the
integration time. At the same time, the SDF technique can generate 70 independent estimates
of the same velocity. The temporal resolution of the SDF technique is, therefore, much higher
than that of the ACF. Furthermore, because these 70 independent estimates all come from
one slow changing velocity, the post-processing of these numbers can further reduce the
uncertainty. In a simplistic example, the uncertainty due to noise in the SDF technique could
be reduced by

√
N , where N is the number of pulses in the average.

VII. Future work

The simulation results in MATLAB are consistent with the mathematical derivation of the
technique and show that the Doppler frequency can be estimated with a high level of accuracy.
There are several technical issues of the technique which need to be further investigated:

1) The SF in this paper is calculated based on a given Doppler frequency fd. However,
fd variation results in different values of the SF, although the differences are small.
There are other factors, such as, the random phase of the Rx signal, pulse shape, fitting
technique and the number of samples taken for the SDF, which all have an influence
on the value of the SF. The value of the SF, therefore, varies within a certain range. It
is necessary to decide on one value of the SF which introduces the smallest error.

2) The rectangular pulse has been used in this paper for simplicity and to simulate the
technique. In reality, however, a rectangular pulse is not practical nor desirable. Cur-
rently, TIGER radars utilise a modified version of Gaussian pulse shaping for the Tx
signal [14]. This pulse shape and several others, such as, Hanning, Hamming and
Blackman need to be tested with the new technique to find the optimum solution for
the SDF technique.
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3) The simulation conducted thus far have ultilised Tx and Rx signals with the same
magnitude. In reality, the Rx signal magnitude is very small and needs to be standardized
to the Tx signal magnitude. A standardization algorithm needs to be developed for this
purpose.

4) In the presence of noise, generally the more data samples are taken, the more advan-
tageous it is for signal processing. However, if more data samples are taken, the SDF
does not exhibit a linear relationship but a cubic one. It is, thus, necessary to test and
compare linear and cubic fits. In each, different versions of the number of samples taken
need to be tested to find the optimum solution for the implementation of the technique.

VIII. Conclusion

This paper has proposed a novel SDF technique for the Doppler frequency estimation in
SuperDARN radars. This technique is expected to be useful for independently verifying the
accuracy of SuperDARN velocity measurements, which may in turn lead to improvements to
the standard ACF technique. Simulation results show that the new technique can achieve a high
level of accuracy. However, further research needs to be conducted to study the implementation
of the SDF technique on the TIGER 3 platform.
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Summary:  Selective Laser Melting (SLM), a form of additive manufacturing is expanding 
the capabilities of 3D manufactured components, making it possible to build end use products 
directly from CAD geometry. Building upon current understanding, applications of SLM are 
being investigated in high temperature and high pressure areas as applied to a regeneratively 
cooled rocket engine. Through combining a conformal micro-lattice into the cooling chamber, 
it has been possible to reduce the structural mass while also increasing the heat transfer rate 
into the cooling fluid. The post processed surface roughness of SLM produced parts is usually 
a deterrent to this manufacturing process, however the application has found to increase the 
thermal transfer in the system, improving the effectiveness of the regenerative cooling. 
Through a combination of analytical, computational, and empirical analysis it has been 
possible to determine performance gains, and through testing prove the legitimacy of additive 
manufacturing in high stress and high temperature applications. The development of complex 
micro-lattice structures are beginning to push the computational performance of CAD 
software, requiring processes to be developed to reduce the computational downtime of SLM 
machines. Challenges still await this newly developed technology, however this novel design 
pushes the boundaries in the design of small and medium sized rocket motors.  
 
Keywords: Additive Manufacturing, Selective Laser Melting, Liquid Rocket Engine, Micro-
Lattice 
 
 

Introduction 
 
Liquid rocket engines (LRE) are a well-established form of propulsion capable of propelling 
scientific, commercial and military vehicles into earth orbits and even to the outer edges of 
our solar system. However, a new era of rocket engine design and manufacturing may soon 
immerge with the recent advances in Additive Manufacturing (AM) technologies. The 
development of increasingly larger additive manufacturing machines and the advances in 
technologies such as Selective Laser Melting (SLM) will allow metallic structures with 
complex geometries to be created on increasingly larger scales [1]. Although advancing at a 
fast pace, SLM can still have difficulties in obtaining 100% dense structures and the 
inconsistencies present in the SLM process are still viewed as barriers to the widespread 
adoption of such manufacturing techniques. 
With AM there is a significant increase in the overall part complexity that is achievable over 
that of conventional machining. Such complexities including internal geometries and 
integrated assemblies have made way for the construction of highly complex structures, such 
as micro-lattices (shown in Fig.1), which have been proven to exceed strength-to-weight 
ratios of all engineering materials of densities below 1,000kg/m3 [2].. The adoption of 
complex geometries into otherwise conventional designs have made way for significant mass 
reductions and increased optimisation, resulting in an overall increase in efficiencies [2].  
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Fig. 1: Micro-lattice made using SLM (a) and aerospace bracket designed with 40-60% mass 
reduction (b) [3]. 

 
Given the increased design freedom available with SLM, a novel engine concept has been 
designed to take advantage the increased flexibility. The concept derived takes a standard 
regenerative LRE and applies a structural micro-lattice into the cooling jacket, reducing the 
overall dry mass. In addition traditionally assembled components have been integrated to 
reduce the overall number of parts to two, allowing further reductions in engine mass.   
 
The design of liquid rocket engines are well understood [4], the difficulty is realised in the 
introduction of multifunctional heat exchangers derived from three-dimensional micro-lattice 
structures [5]. These heat exchangers form regenerative cooling channels in the engine walls 
that allow thermal energy to be absorbed by the coolant and returned to the injector [4]. The 
ability to create micro-architecture within the confines of these walls improves the thermal 
and structural capabilities of fluid cooling channels [6].  
 
Ensuring the correct material is used in the AM process is crucial to producing models which 
avoid manufacturing flaws and are suited to the part application [1]. The ability to print H13 
tool steel is advantageous to the manufacture of rocket engines due to the high resistance to 
thermal shock, thermal fatigue and high strength at elevated temperatures [7], however it also 
exhibits relatively low thermal conductivity and little corrosion resistance when compared to 
more favourable nickel based alloys.  
With the availability of rocket design software [8], a new design of LRE has been created that 
will be able to be manufactured in a single piece with the available SLM machine. Currently, 
SLM machines have quite small build chambers limiting the size of engine that can be 
produced.  

Designing a next generation Liquid Rocket Engine 
 
Research was conducted into regenerative cooling channels to improve the life of rocket 
combustion chamber walls [9], the addition of multi-functional heat exchangers within the 
wall cavities is a new concept, however previous research has been conducted on similar 
structures for heat exchanges. Previously multi-objective optimisation has been used to 
compare the structural and thermal performance of multifunctional sandwich panels with 
micro-architectured cores [6], however these concentrate mainly on compressive loading 
scenarios which cannot be directly applied.  
 
Optimisation of the thermal and structural lattice geometry is not the goal of this paper, rather 
this is a proof of concept based approach with optimisation to come in future stages. Initial 
models have been developed for use as a first iteration of design that can be compared to the 

(a)                                                                  (b)                 
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future experimental results to produce distinction between cooling channel and engine system 
designs.  
A number of lattice chamber wall designs have been developed, only a small few of which 
have been manufactured and tested. Some designs have been used to allow a comparison 
between regenerative systems and non-lattice designs within these cavities. 
 
The current opportunities have allowed for the printing of a range of sandwich lattice 
structures to compare micro-lattice layouts and help develop a scale engine with a complete 
regenerative system.  The results of testing will go on to be used in the creation of a complete 
engine design, allowing for further refinements to be made in future.  

Rocket System Design 
 
The engine was designed first by analysing the combustion chamber profile. The key engine 
parameters are shown in table 1. The design of this rocket was restricted as it was required to 
be printed within RMIT’s SLM 250 HL, which has a build volume of 250x250x350 mm. 
Similarly, the maximum operating combustion pressures were restricted to 2 MPa to ensure 
that the design was achievable within the funding restrictions and ensure achievable system 
pressures without the use of a turbo pump. A representation of the designed rocket engine 
with internal lattice structure can be seen in Fig. 2. 
 

Table 1: LRE design parameters 

 
 
The system utilises a kerosene regenerative cooling system to extract heat away from the 
combustion chamber wall, reducing its temperature, while effectively retaining most of the 
strength of the combustion chamber wall during operation. The kerosene, also acting as the 
engine fuel, will be pre-heated by this process, increasing the combustion efficiency of the 
system and utilising the waste system energy. 
 

 
Fig. 2: Engine segment showing cooling channel and combustion chamber profile 

 
 

Parameter Value Unit 
Design thrust 2,000 N 
Design exit pressure 101.325 kPa 
Chamber pressure 2 MPa 
Characteristic length, L* 1100 mm 
Oxidiser  Liquid Oxygen - 
Fuel Jet A 

(Kerosene) 
- 

Oxidiser to Fuel Ratio 2.3 - 
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The design of the engine combustion chamber only considers the aerodynamic properties of 
the combustion process to ensure stable and efficient burn. To complete the design of the 
engine; material, structural and fluid analysis needed to be conducted. 
 
 
Selective Laser Melting 

 
Selective Laser Melting (SLM) uses a layer based construction technique where a 30μm layer 
of metallic powder is deposited on which a high powered laser then passes, solidifying the 
molten metallic layer to the layer beneath within a tolerance of+/- 20μm [11]. This process 
results in a 99.9% dense component [12] from a range of powdered materials including: steel, 
aluminium, titanium and nickel alloys. 
The opportunity to print models in H13 tool steel has been provided by the RMIT’s Advanced 
Manufacturing Precinct (AMP), and the resultant lattice fluid testing structures can be seen in 
Fig. 3 below. 

 
Fig. 3: Lattice fluid flow testing sections printed using SLM process. 

 
The H13 tool steel has a few advantageous properties which make it idea for use in rocket 
motors, particularly its high strength when working at raised temperatures. The ideal material 
for this application would be a nickel based alloy, as in addition to the high strength at 
temperature it would also retain high thermal conductivity over the working range, increasing 
the efficiency of the regenerative system.  
 

Micro lattice systems 
 

The advantages of AM manufacturing and specifically the capabilities of the SLM process 
have enabled the manufacture of unique, high tolerance and micro-scale geometry which is  
unable to be manufactured using traditional techniques. One such geometry type is a micro-
truss lattice, which can contain hundreds or even thousands of interlaced struts which form 
porous lattices, exhibiting high strength-to-mass ratio among other advantages. 
The cell design can vary greatly between lattice types, however, due to limited resources, two 
conformal lattice types were selected for further investigation. The cell types face centred 
cubic (FCC) and body centred cubic (BCC) were selected due to the previous work conducted 
at RMIT’s Advanced Manufacturing Precinct and the favourable strut orientations which 
allow for ease of manufacturing in SLM processes. 
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Fig. 4: Lattice cell Types (a), three layer BCC lattice (b) and three layer FCC lattice (c). 
 
The body centred cubic cell as shown in Fig. 4(a) consists of eight individual struts, joining a 
node located in the centre of the cell to each of the eight corner nodes. The FCC cell consists 
of 24 struts, joining a node on the centre of each face of the cubic cell to each of the face 
corners. The FCC cell arrangement shares its boundaries with adjacent cells where the BCC 
cell will always have eight unique struts. The FCC cell arrangements have been modified in 
this project by removing four front and  rear struts, to ensure the build orientation angle of any 
cell struts does not contain zero angle members. This design consideration is discussed in 
more detail in the proceeding sections. 
Multi-layered lattice structures were also investigated to determine advantages of higher 
density lattice structures and different build orientations for future testing. 
These lattice structures were analysed using a range of structural and fluid simulations to 
determine lattice suitability and to estimate system drag for future comparison. 

Structural Analysis 
 
When designing the rocket cooling channels, structural analysis was considered to ensure the 
channels were able to withstand the pressure of the coolant and heat produced in the 
combustion chamber. A computational approach was sought as it allowed for the analysis of a 
multitude of engine designs using a parametric geometry modification approach, reducing the 
need for long modelling times. This analysis was conducted on a series of radial engine 
segments with varying lattice geometries to determine how changes in geometry will affect 
the systems resistance to deflection under expected loads. Fig. 5(a) shows the deflection of a 
radial segment of the designed rocket engine with a three layer BCC lattice with an applied 
unit load. Unit loads were applied so a comparison could be made between the various lattice 
geometries and layouts.  

 
 

Fig. 5: Circular cross section of LRE under applied internal unit pressure load (a) and 
analysis results (b). 

 

(a)                                                                        (b) 

(a)                                                 (b)                                            (c)                 
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Fig. 5(b) shows the resulting decrease in lattice deformation with increasing lattice density. 
The analysis shows two key outcomes; BCC and FCC lattices with the same lattice densities 
behave differently under the same applied load and lattice structures can be tailored to a 
specific application depending on the internal load. The lattice densities of the two lattice cell 
configurations were achieved by varying the truss strut diameters.   
The first outcome is important to the design of the LRE as it shows the clear structural 
advantages of the FCC lattice configuration. Utilising the FCC lattice system over a BCC 
system would allow for a lighter engine dry mass and therefore better thrust to weight ratio. 
The second outcome of this analysis was that by varying the density of the lattice structure, 
the cell slice mass could be optimised for a given internal load and combustion chamber 
diameter. 
The structural analysis was primarily used to create iterations of the engine and lattice system 
under the expected loading conditions to ensure a working AM system could be developed for 
future testing. 
 
Fluid Flow Analysis 

 
A series of steady state CFD simulations were conducted to determine the fluid drag 
properties of a single representative lattice cell one layer in height, within a fluid channel 
replicating the LRE cooling jacket. The geometry encloses a fluid space of 12 x 10 x 10 mm 
and the struts vary in size from 0.4mm to 1mm. The analysis considered flow through single 
and multiple layer lattice structures and was used to determine a per-cell drag for comparison 
to future experimental results. Further analysis was conducted to determine how a change in 
the lattice strut diameter would affect the system and wall drag. The simulation modelling 
process can be seen in Fig. 6 below. 

 
 

Fig. 6: CFD modelling process from model recreation (a,b) to fluid domain (c) boundary 
meshing (d) and boundary conditions (e). 

 
The analysis was conducted with all geometric surfaces emulating a high surface roughness of 
50 μm to replicate an as-manufactured SLM part. The contribution of the wall friction to the 
system drag was in the order of 4% for each of the systems with an increasing contribution as 
the strut size decreased.  
The overall system drag increased by about 10% per 100μm strut diameter increase, caused 
primarily by an increase in the size of the system recirculation zone, as seen in Fig. 7(a). 
 

(a)                          (b)                               (c)                      (d)                             (e) 
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Fig. 7: Flow visualisation plots showing drag inducing phenomenon; Recirculation zones 
(bluff body drag) (a) and upper and lower wall friction drag (b). 

 
The main contributors to the overall system drag were the high pressure flow stagnation 
points, zones of flow re-circulation downstream of the structure as seen in Fig. 7(a) and the 
low velocity boundary flows caused by the skin friction of the upper and lower walls of the 
system as seen in Fig. 7 (b).  
 

 
Fig. 8: System and wall drag plot with logarithmic y-axis scale 

 
Fig. 8 shows the combined wall and strut drag (system drag) and the drag associated only with 
the walls of the system. The plot shows the gradual increase drag caused by an increasing 
strut diameter and difference in the effects of the strut induced drag compared to the drag 
caused by the wall friction. Equation 1 shows the relation between system drag to the element 
strut diameter for the given system: 
 

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 (𝑚𝑚𝑚𝑚) = 3.427𝑥𝑥𝐷𝐷 + 0.525 (1) 
 
Where D is the diameter of the strut in mm 
 
The equation was developed to determine the drag of a given system within the scope of the 
data and is not accurate when used to calculate the drag of the system outside of these values. 

(a)                                                                             (b) 
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The contribution of the wall effects have been included in all analysis cases so that this data 
can be applied to multi-layer lattice systems. For example; a three layer lattice system will 
contain two cells with a single adjacent wall and one cell with no adjacent walls. This can be 
seen in Fig. 4(b) and (c) 
 
Micro Lattice Integration 
 
There are many advantages to AM which make it very good manufacturing option, and many 
consider it to be a complete manufacturing solution, however, in reality AM still poses 
significant challenges. These challenges are different to that of traditional manufacturing, so 
care must be taken throughout the design and manufacture process. 
A key design constraint encountered when developing the lattice systems is the inability of 
the SLM process to create low angle or overhanging geometries. This requires a part to have a 
minimum build angle of 30 degrees from horizontal and any build below this angle will likely 
contain geometric failures that will render the build process to fail. A 45 degree build angle is 
generally used to ensure a safe margin for most builds. 
This is usually not a problem for solids structures as support structure can be added to 
strengthen part overhangs and removed during post processing of the part. This however, 
requires tool access to the support material which is not possible if the support material is 
located with a lattice structure. The unfused metallic powder will be removed using 
compressed air immediately after manufacture and a series of low pressure fluid tests will be 
used prior to high pressure flow tests to remove the remaining trapped powder. 
 
As mentioned previously, two faces of the FCC lattice structures were removed to adhere to 
this build angle problem. These two faces would have a relative build angle of zero degrees 
and have no supporting structure underneath. As the surrounding unfused metallic material 
cannot supply any support, the struts along the two faces would fall from the build area and 
the next layer would have nothing to fuse onto, repeating the failed process and causing a 
non-uniform lattice structure. 
 
 

 
 

Fig. 9: Lattice surface roughness (a), Surface cracking (b) and warping (c). 
 
 
Other challenges associated with the development of lattice parts using an SLM process 
include; the inherent 30 μm roughness as seen in Fig. 9(a), caused by adjacent metallic 
powder fusing with the molten layers, and surface cracking / deformation as seen in Fig. 9(b) 
and (c) where the residual system heat generated by the scanning laser has caused undesired 
geometry motion. 
The surface roughness and geometric inaccuracies instigated a rethink in the integration of the 
injector plate design, specifically around manufacturing the injector orifices. 
 

 

(a)                                      (b)                                         (c) 
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Injector Design 
 

With the geometric complexity advantages made available by AM it was possible to re-think 
the way current rocket systems are manufactured. Previously, the rocket engine system would 
consist of a series of radially bolted, subtractive manufactured parts that each perform a 
separate function with O-rings used to seal any fluid joints, as seen in Fig. 10. This enabled a 
single complex system to be split into separate, simple and manufacturable parts.  

 
 

Fig. 10: Traditionally designed rocket system (a) and new, two part system design (b) 
 
The simplification of a system is important in traditional manufacturing methods but cause 
large amounts of wasted material, and problems associated with high tolerance parts and the 
sealing of high pressure fluid channels. The new design concept allows for the manufacture of 
a single piece injector/ combustion chamber system which removes the need for radially 
bolted joints, fluid sealing and undesirable stress concentration in bolted connections or joints. 
 

                
 

Fig. 11: Engine segment with integrated injector plate (a) and matching backing plate (b) 
 

An Injector is simply a plate which contains directed orifices which directs the LRE fuel and 
oxidiser into streams (similar to a shower head), which atomises the fuel when it impinges at a 
set distance into the combustion chamber, mixing the fuel and allowing for a highly efficient 
burn. The fluid separation channel has been integrated into the system to ensure there is no 
mixing of the fuel/ oxidiser prior to injection into the combustion chamber while still allowing 
each fluid to reach the injector orifices located throughout the injector face. The orifice 
pattern and fluid separation channel can be seen in Fig. 11(a). 
The sizing of the injector orifices was critical to ensuring high combustion efficiency for the 
system as the type and ratio directly dictates the fuel mixing ratio. An unlike impinging triplet 
design as seen in Fig. 12(b) was used as it induces no fuel swirl, good fuel/oxidiser mixing 
and a simple orifice design. 
 

(a)                                                                             (b) 

(a)                                                                            (b) 
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Fig. 12: Injector plate orifice layout with channel to ensure separation of fuel and oxidiser (a) 
and orifice injection pattern (b) [4].  
 
SLM is not able to produce injector orifices with sufficient accuracy [13] to ensure efficient 
fuel/oxidiser mixing. This is due to the 30 μm particle size that will cause the smallest orifice 
of 300 μm to vary by up to 20%. It was decided that these orifices were to be manufactured 
using traditional CNC milling methods after the completion of the printing process. This 
machining would require access to the back face of the injector requiring the integration of a 
removable backing plate as seen in Fig. 11(b). This backing plate could be manufactured 
using the same SLM process but would require machining around the mating fluid separation 
channel on both the backing plate and injector plate to ensure an adequate fluid seal can be 
created by the two mating parts. 
This would still result in two part system with integrated combustion chamber and injector 
plate that has not yet been attempted to the author’s knowledge. 
 

Directions For Future Work 
 

The work within this paper was limited to the progress of a final year thesis project and, as 
such has opened many interesting avenues of research but has also left many questions 
unanswered.  
A thorough comparison of the material properties for additive metal creation compared to 
traditionally produced (and standards controlled) material would have helped the analysis in 
this paper immensely and is still considered a shortfall when mass production and 
repeatability is considered. 
Optimisation of the lattice geometry is a complex but intriguing expansion to this research 
especially when the capabilities of the additive manufacturing can allow for some highly 
complex geometries that were not even considered during this project. The optimisation of the 
lattice geometry around the engine throat area could substantially increase the structural 
effectiveness of the system as this is the point where the largest pressure will occur and failure 
is likely to occur. 
Traditional geometries such as simple cylindrical struts typically create a large amount of drag 
and are considered inefficient, especially in dense fluids. It would be advantageous to 
implement struts shaped like aircraft wings that would have a lower drag associated per unit 
area compared to the cylinders used in these analyses.  
It was found that a large percentage of the system drag is contributed by the struts and only a 
small percentage (2%) is contributed by the wall friction, as we know that the amount of  heat 
transfer is closely proportional to the amount of drag associated with the body, a large 

(a)                                                                                 (b) 
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improvement in the efficiency of the system can be achieved by optimising the structure to 
create better heat transfer from the inner wall surface (and adjacent strut geometry) and 
should be an immediate focus for further work in this subject. 
Further optimisation is possible, such as increasing the surface area travelled by the fluid, 
which would increase the effective enthalpy of the fluid [10]. Introducing a helical flow path 
into the cooling fluid would increase the fluid travel path, and can readily be achieved with 
AM. This is however, outside of the scope of this paper due to the complexities that it would 
incur to the design. 
The author acknowledges that the analysis conducted within this paper does not cover all of 
the possible fluid and thermal effects within the system and a more in depth analysis of each 
situation is needed to fully understand effects such as non-uniform wall temperatures, inner 
strut heat transfer and turbulent flow. A macro system based analysis is required to understand 
important effects in the system that cannot be encompassed by sectional analyses, and would 
be the subject of future work.  

 
 

 
Conclusion 

 
Various lattice geometries were printed using RMIT’s SLM 250HL to determine the 
geometric accuracies of AM printed lattice sandwich structures. It was found that surface 
roughness, thermal distortion and cracking provided the greatest challenge.  
It was discovered that BCC and FCC lattices with the same lattice densities behave differently 
under the same applied load and that a given lattice structure could be tailored to a specific 
application, loading conditions and safety requirements. Similarly individual cell slices could 
be optimised for a given internal load and combustion chamber diameter by varying lattice 
density, cell size and the strut angle relative to the loading direction. 
The overall system drag was found to increase by about 10% per 0.1mm strut diameter 
increase and was caused primarily by an increase in the size of the system recirculation zone. 
The main contributors to the overall system drag were discovered to be the high pressure flow 
stagnation points, zones of flow re-circulation downstream of the structure and the low 
velocity boundary flows caused by the skin friction of the upper and lower walls, 
however it should be noted that the contribution of the wall friction to the system drag was 
only in the order of 4% of the total system drag. An equation was developed to relate the 
System drag to the element strut diameter for the given system.  
 
It was decided that even though FCC lattice cell structures had favourable fluid and structural 
properties, the higher degree of thermal distortion seen by these structures, caused throughout 
the SLM printing process,  encourages the use of BCC internal lattice structure in a 
regenerative cooling channel application due to their compliant and consistent deformation 
nature. 
 
A unique single piece injector concept was developed that allows for a two piece LRE system, 
which minimises inter-part connections and post processing requirements while still 
maintaining high combustion and system efficiencies. 
The analysis conducted has led to a first iteration design of an AM LRE, ready for initial 
system testing. There are many possibilities for future analysis and system optimisation for 
the use of AM in rocket engine design.  
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Summary:  Spacecraft swarms have been suggested as an alternative design and operation 

strategy to improve asteroid characterisation mission costs, timeframes and resilience to 

failure. However, many of the benefits to swarming have been neglected. The problem of 

characterising asteroids has been presented, along with how single spacecraft have been used 

in the past to make measurements and infer properties. The studies on swarms that have 

already been proposed for asteroid characterisation missions have been outlined. The areas 

where these can be built upon, as well as further aspects of swarm behaviour that can be 

utilised are described. This leads on to the work currently being undertaken at the University 

of NSW.  
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Introduction 
Asteroids (and other small bodies in the Solar System) are of interest to humans because they 

could possibly destroy life on Earth [1], may hold evidence of the origin of the Solar System 

[2] and potentially hold resources that can be exploited for space travel and industry [3]. Study 

in these three areas requires information from a large number of the asteroid population. This 

will be possible in the near term only if rapid and cheap methods of characterisation are 

available. 

 

For full asteroid characterisation, a spacecraft must be sent in physical proximity. The current 

approach is to send monetarily and computationally expensive spacecraft to perform these 

studies, with vast amounts of data then sent to Earth for human analysis on the ground. In 

addition to their expense and required intensity of human support, these spacecraft must 

approach an asteroid slowly in order to protect themselves from unforseen damage. 

 

Spacecraft swarms have been proposed as a tool to characterise many asteroids in a short time 

[4, 5], with a lower capital cost, reduced size of required support team and with reduced risk 

as compared with single spacecraft. Spacecraft swarms are groups of simple robotic 

spacecraft, which interact with one another and the environment using simple rules. Other 

than in reducing mission risk, swarms can benefit missions through acting as a distributed 

sensing network and through using emergence of behaviour and swarm intelligence to make 

autonomous decisions. 
 

This paper will present current methods used for determining the properties of asteroids and 

how robotic swarms are used in other applications. This will be followed by a review of past 

concepts and studies on swarming for asteroid characterisation, before synthesising where 

mission planners may benefit from using simple swarms. The paper then outlines work being 
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undertaken by the School of Mechanical and Manufacturing Engineering at the University of 

New South Wales. 

 

 

Characterising asteroids 
No simple, concise definition of “asteroid” is available, as these celestial bodies exhibit a 

diversity of properties in their population as well as similarities with comets, Kuiper-Belt 

objects and some moons. The International Astronomical Union (IAU) does not have an 

explicit definition for an asteroid (or a minor planet), except by exclusion from other classes 

of celestial bodies – planets, dwarf planets, satellites and comets. It has been suggested [6] 

that only one physical assumption about asteroids is largely true; that the mass of an asteroid 

is tiny when compared with that of planetary or Solar masses, but very large when compared 

with visiting spacecraft. Other aspects vary greatly, including elemental compositions, the 

number of bodies constituting each one (and whether these are contacting, or freely orbiting 

one another), spin states and vast differences in size and shape. 

 

Most known asteroids have been observed through telescopes, allowing for determination of 

their orbital elements. Indeed, in order to be designated as a minor planet, observations of 

orbital elements must be clearly noted and must be dissimilar to those of asteroids that have 

already been discovered. The majority of asteroids are at such a distance that their shape and 

many other characteristics cannot be observed from Earth, the exception being if an asteroid 

comes close (a “fly-by”).  Listed in this section are some of the characteristics that can be 

observed. For the measurements from a visiting spacecraft (or swarm) to be beneficial, either 

the resolution or reliability of measurements of any one characteristic should be equal to, or 

better than, those that can be readily determined from Earth-based observation. 

 

The determination of asteroidal mass was originally based upon loose estimates of density and 

size [7], depending upon the material assumed from observed spectography and assumed 

magnitude. These estimates could be refined after fly-bys of asteroids by spacecraft, where the 

change in trajectory and distance of closest approach of the spacecraft would be combined to 

determine mass [8]. More double and multi-bodied asteroid systems have been discovered 

recently, which can lead to an excellent mass estimate of the system from the orbital period of 

the smaller body and its distance from the major body [9]. Otherwise, without travelling to an 

asteroid, the mass parameter remains elusive.  

 

Spectography [10] allows for the surface elements of asteroids to be determined with some 

accuracy. Many asteroids remain undifferentiated since their formation, so it can be inferred 

that the properties on the surface are similar to those of the asteroid in bulk, although it is still 

unclear whether surface coverings of dust are able to form preferentially over time and so 

obscure the true composition of an asteroid. There is some difficulty with matching the 

mineralogy of asteroids to meteorites that have fallen to Earth. As such, only loose 

classification systems [11] have been produced, with their efficacies currently unknown. 

Sharper measurements have been made with visiting spacecraft. The NEAR-Shoemaker 

mission used several high-energy sensors [12] to determine chemical abundances, but was 

unable to provide insight into the exact form of the mineralogical content. The Hayabusa 

mission was planned to take a sample of an asteroid [13] and return it to Earth. The sample 

was not taken as designed, but some dust was captured and returned to the Earth’s surface for 

analysis [14].  
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The shape and size of an asteroid provides clues to its density and gravity asymmetry [15]. 

This can be attempted from Earth by using the asteroid light-curve, which provides a 

magnitudinal estimate. Another method of determining these properties can be undertaken if 

the asteroid flies close to the Earth, where a radar reflection is made off the asteroid surface 

[16]. The beauty of this method is that it does not matter how the light from the Sun is 

oriented and many observations can resolve the majority of the asteroid surface. Visiting 

spacecraft have led to well-determined shapes from intensive analysis of high-quality photos 

[17] and from LiDAR measurements. 

 

The spin of an asteroid can be determined from Earth using its observed light curve [18]. This 

method is prone to inaccuracies, especially where applied to a rounded asteroid. If an asteroid 

flies close to the Earth, a radar reflection can reveal rotation through Doppler shift [16]. 

Visiting spacecraft can determine how fast an asteroid is rotating by terrain matching [19].  

 

Determining the geomorphology of an asteroid has been limited to scanning surface features 

in the past, then inferring internal structure [20]. Imaging from rendezvous spacecraft is used 

to determine where regolith has infilled surface features and covered impact craters [21]. 

Analytic and simulation techniques are being used currently to investigate how the asteroid 

gravity, spin [22] and static charge [23] can lead to regolithic dust migration on asteroids, but 

photographs showing infilling of craters are the main method to determine regolithic depth at 

different points.  

 

 

Robotic swarms 
Swarms are often observed in nature, where biological “agents” (swarm members) cooperate 

using simple rules and stimuli to create complex emergent behaviour (that is, behaviour that is 

not obvious from noting interactions at a smaller scale). Typical examples are the swarming 

behaviours of creatures such as birds, bees and ants. Robotic swarms have been inspired 

largely by these biological swarms (biomimetics [24]). An example is in route optimisation, 

where many agents search for a target, with a pheromone algorithm then making it more 

attractive for other agents to follow the fastest agent to return (in much the same way as ants 

find and then reinforce paths to food). More recently, physical laws have been used as 

inspiration for swarming (physicomimetics [25]). These can take the role of artificial 

attractive and repelling forces of strengths that vary with distance from the agents. An 

example is where an obstacle is programmed to repel but a goal to attract and there exists a 

stable distance between agents that is neither attracting nor repelling. Information is then sent 

through the swarm when the agents approach obstacles, so that they move around it as a 

group. However, the agents are still ultimately attracted to the goal (much as liquid in a river 

will flow towards the lowest point of a slope, but flow around an island).  

 

Swarm intelligence is a way of thinking about machines, not only leading to swarms being 

homogenous, where every agent is identical, but also heterogeneous, where some agents may 

have different functions or abilities. One could even extend the logic of swarms to single 

robots, where subsystems cooperate to produce different functions of the whole. Thinking of a 

swarm as components of a single unit is intuitive to designers, although development of 

distributed systems could produce disruptive advancement in some areas [26]. Swarms in the 

distributed sense are still new, with many possibilities yet untried. There are several 

differences between single robots and distributed swarm robots where swarms can produce 

value in mission scenarios. Some of the main examples are described in this section. 
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Swarms can be more robust to mission failure, as the functions of a swarm as a whole are 

resilient to partial or complete function loss in single units. Replication of individual functions 

exists over many units in a fully homogenous swarm or partially exists in a heterogeneous 

swarm.  

 

Swarm spacecraft can engage in group problem solving, where information from multiple 

units can be collected centrally, or in a distributed manner and then used to make decisions or 

process data. This means that agents with varying histories can contribute together to provide 

a solution that accounts for obstacles and opportunities that may not be obvious to a single 

decision maker. 

 

Another great advantage of swarms is using their emergent behaviour to solve problems or 

provide a more resilient structure for accommodating information [25, 27]. Emergent 

behaviour is that which is not expected to occur, but does and is dependent on configuration 

and environment. Emergent behaviour can be changed by changing the environment or the 

rule-based interaction amongst the individual swarm agents. Emergence can assist in the 

resilience or problem-solving abilities of swarms. Patterns in the way that emergent behaviour 

evolves in a swarm can lead an observer to make qualitative judgments about the environment 

that it passes through. 

 

A final way to differentiate between single spacecraft and swarms is through their use as a 

system of distributed sensors. Distributed sensing has been studied in the past as a way of 

obtaining many data points simultaneously within an environment, which could provide the 

network with rich data [28]. This system type also creates robustness for remote sensors, as 

the data can help account for noise, failure, drift and loss of calibration. When creating this 

capability between individual agents, there must be a way to address the requirement to 

process and store more data, as well as which data to save and delete over time.  

 

 

Proposed swarms for asteroid characterisation 
Studies have been carried out by both the European Space Agency (ESA) and the National 

Aeronautics and Space Administration (NASA) in the past in relation to sending spacecraft 

swarms to asteroids and other celestial bodies [29]. Many papers have been submitted for both 

studies, although references [30] and [5, 31] are representative for the ESA and NASA efforts 

respectively. These research efforts have focussed on how to characterise tens or hundreds of 

asteroids in a short amount of time. They acknowledge the resilience of swarms to destruction 

or failure of single agents and improved costs per robotic unit when they are homogenous. 

 

The limiting roles of long-range communications and propulsion have been addressed in both 

studies. These two aspects of spaceflight can be accommodated on large and complex 

spacecraft, but integration to swarm spacecraft could jeopardise their main benefit of 

simplicity. The ESA study suggests using a large spacecraft to augment both communications 

and propulsion, by acting to propel the swarm spacecraft most of the way and then relaying 

their communications back to Earth. The NASA study suggests having the swarm spacecraft 

launch from a Lagrange point in order to take advantage of the low launch costs from there 

and then use the Solar wind and photonic propulsion to propel the spacecraft to their goal. The 

Solar sails could then be used for orbital station-keeping whilst in proximity to an asteroid, 

taking advantage of the low gravity environment. Communications would be through using 

specialised “messenger” agents to ship data physically to Earth orbit and transmit to Earth 

from there. The messenger method requires that the swarm is fully automated when outside of 
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Earth orbit. It adds risk by increasing the successful journeys required to two, although it is 

noted that this is already required for sample return missions.  

 

The ability of swarms to carry many sensors in a highly heterogeneous configuration has been 

studied by NASA. The ability of swarms to characterise many asteroids due to a distributed 

search area has been investigated by the ESA team.  

 

There are currently two major asteroid mining companies [32, 33], both of which are 

investigating swarms for the purpose of characterising asteroids. No complete mission or 

spacecraft designs have been made public as yet. These have been complemented by 

researchers from universities, some of whom have publicised the winning of research grants 

from governments for investigation into the subject. 

 

Several studies are being undertaken to identify possible payloads for NASA’s proposed 

Asteroid Redirect Mission (ARM) [34, 35], including several on nanosat swarms. This means 

that the swarm will be delivered to the asteroid by the ARM spacecraft and will be able to use 

the ARM’s communication system to correspond with Earth. The ARM will then return to an 

orbit about the Moon, with the payload potentially accessible to visiting astronauts. Some of 

the swarms developed for ARM could be used as technology demonstrators for asteroid 

mining companies. They are envisioned to use distributed sensing systems to determine 

compositional and geologic features of the visited asteroid. 

 

 

The gaps in swarming about asteroids 
Past studies of swarm missions have identified them as a way of reducing risk through use of 

multiple units or as distributed sensor networks. The other two areas of value addition, group 

decision-making and emergent behaviour, have been neglected or under-realised. The four 

areas have been detailed below. 
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spacecraft in the swarm. Such a process may also be able to obtain seismic data if a detector 

had previously been deployed on the surface of the asteroid. The Hayabusa-2 spacecraft 

mission is set to launch an impactor into the asteroid that it visits. This will achieve the same 

purpose, but with a specialised impacting pin [37]. Although designed specifically for this 

function, this system increases mission complexity and has added to the cost of the Hayabusa 

2 spacecraft when compared with its predecessor, Hayabusa 1. The spacecraft can be made to 

act as penetrators, useful in the case of swarms, as several instruments could be deployed over 

many points of interest. Past and future penetration strategies to date can be found in Lorenz’ 

work [38]It is noted that due to the unreliability of penetrators, especially in unexplored 

ground, swarms provide the opportunity for many attempts to be made of penetrating the 

asteroid in a number of dispersed locations. The unknown nature of asteroid formation and the 

strength of adhering forces, means that this type of research could provide significant progress 

in asteroid geology and planetary formation sciences. The paper cited suggests that the 

VESTA mission has been crafted in the past for two penetrators to be launched to an asteroid, 

whilst the mothership flew by en route to Mars, an early and small-scale example of swarm 

missions. 

 

Collective problem solving has been investigated in asteroid swarm studies to the extent that 

data from each agent of the swarm is sent to a central decision-maker. This method, while 

taking advantage of a greater range of information, creates an information bottle-neck and 

weak point, where mission success can be reliant on a single spacecraft and requires 

significant data transport. One area where this can be improved is through collective decision-

making, or localised decision-making, where agents can come to their own decisions based 

upon information from neighbouring agents. Distributing information throughout the swarm 

can allow it to be retained in a robust manner, important in maintaining a robust mission 

function. 

 

At this point in time, emergent behaviours of swarms about asteroids have received little 

attention. The emergence of behaviour in a simple system, with well-defined variables, is 

difficult to measure. However, when the system becomes more complex, emergence can be 

especially useful when the desired amount of data may be small and use of more data will not 

necessarily provide greater insight to the problem. The gravity about asteroids is commonly 

subject to shape and mass distribution asymmetries. This produces an environment that can 

lead to chaos in three spatial dimensions. The full gravity field can be resolved by a single 

spacecraft, but this is for the sake of using numerical techniques to infer other details about 

the dynamics properties of orbital vehicles. Using the swarm to find dynamics of interest is a 

way of reducing the requirement of information transfer by transmitting only the data desired. 

As an example, a set of spacecraft orbiting an asteroid, with an arbitrary distribution as the 

initial conditions, there is a tendency for those spacecraft about unstable orbits to move to 

orbits of stability or escape, whilst those about stable orbits will remain there. To speed the 

creation of this emergent behaviour, spacecraft can have rules applied where they fire thrusters 

to act to destabilise orbits. Use of emergent behaviour in the near-asteroid environment is one 

of the main investigations being carried out currently at the University of NSW, with figure 1 

showing a simulation tool that illustrates the abovementioned example. 
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The environment about asteroids is highly variable, that is, environmental interactions can be 

very different at close intervals. This means that information from single spacecraft must be 

collected rigorously and globally. Swarms of spacecraft have the capacity to maintain constant 

global coverage of an asteroid, allowing for a full picture of the state of an asteroid to be 

picked up at any time. A sensor network like this can act to self-calibrate and help distinguish 

between noise and actual data, meaning there can be increased simplicity of sensors and thus 

increased simplicity of spacecraft. The authors envision that this would be performed in many 

local networks as a self-organised swarm, to reduce the requirement to centralise data transfer. 

 

Designing swarms to accommodate all of these areas allows for a more complete leveraging 

of the possibilities, and thus to a reduction of the complexity of the individual swarming 

robotic spacecraft. Although simplicity conflicts with normal deep-space spacecraft 

development, it provides great opportunity for reduction in costs, human input and time of 

development. 

 

1 

2 
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UNSW’s School of Mechanical and Manufacturing Engineering has worked on swarms for 

aviation [39], robotics [40] and spaceflight [41] in the past. Progress has been made into 

visualising swarms in simulations via virtual reality. A set of tools for simulating swarms in 

the vicinity of asteroids has been produced and tested, using both Matlab™ and Unity™ 

which have proven physics capabilities. Some preliminary simulations have been carried out 

for proof of concept, with more rigorous simulations to model specific swarming scenarios 

now set to be run [42]. Through simulation, a set of results will help show when it is most 

beneficial to characterise asteroids using simple swarms. As secondary objectives, it will be 

found how best to swarm to collect desired data and what decisions must be made during 

swarming. 

 

Conclusion 
When characterising asteroids for the purpose of mining, swarms of robotic spacecraft may be 

used, and in many ways are more beneficial to use, over conventional methods. The data 

required in characterisation is still unknown for this future application, so the limits to 

simplicity cannot yet be fully explored, although it is useful to find what data sets can be 

produced with current technology and to what quality. 

 

An emphasis should be placed on taking advantage of all of the capabilities that swarms have 

to offer. This does not mean neglecting the capabilities that have already been suggested 

through reports and papers in the past, but taking account of the activities that can only be 

determined through simulation. 

 

Work is ongoing at the University of NSW to identify how best to swarm about asteroids, 

using simple spacecraft to infer data.  
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This paper presents the results of empirical testing and numerical modeling carried 
out to demonstrate the effectiveness of a harpoon as an Active Debris Removal (ADR) 
device. The parameters tested include: the relationship between tip shape and both 
ballistic limit and the creation of secondary debris; the ability to penetrate targets at 
oblique impact angles, low temperature and with heat pipe obstructions; the ability to 
lock onto targets post-penetration and withstand the loads expected during de-orbiting 
maneuvers; and the effect of tip shape on the penetration of CFRP targets. Testing 
involving the impact of blunt and conical shaped steel tips into 3mm aluminium (Al) 
plate showed that the ballistic limit varies in proportion to the tip circumference, with 
conical shapes having a higher relative ballistic limit due to the additional energy 
required for petalling. In regards to secondary debris, it was found that blunt shapes 
created a plug during penetration as a result of shearing around the periphery of the 
projectile, whilst conical tips resulted in minor spalling and fragmentation. Preliminary 
oblique impact testing up to 40 showed that the ballistic limit increases with obliquity at 
a greater rate for blunt tips than conical ones. This was supported by simulations up to a 
60 impact angle. Impact testing of 3mm Al plate with conical projectiles at low 
temperatures showed a more brittle fracture mode when compared with targets 
impacted at room temperature. This resulted in a cleaner fracture surface and an 
increased ballistic limit. Impact testing of Al panels obstructed with fixed heat pipes 
showed that the harpoon could successfully penetrate a target panel with such an 
obstruction due to shearing of the pipe flange. Testing of two lock-on mechanisms 
showed that both a spring activated and integrated toggle could reliably open on target 
penetration. Tensile load testing was also conducted and showed that both designs could 
withstand the loads expected during de-orbiting maneuvers, with the integrated toggle 
being more robust. Simulation was used to evaluate the effect of varying the diameter of 
a conical tip on the ballistic limit.  The results showed that the ballistic limit increased 
with diameter. A Smooth Particle Hydrodynamics (SPH) solver, which is better suited to 
modeling impact into brittle materials, was used to model impact into CFRP targets. 
This showed that, in comparison with blunt tips, conical tips had a higher ballistic limit. 
In addition, the debris formed was less coherent and had a higher terminal velocity. 
Further simulation showed that numerical modeling can provide an accurate prediction 
of the ballistic limit for Al plate impacted by conical projectiles, excellent prediction of 
impact failure modes, good predictions of debris likely to be created during the impact 
process, and an efficient means of testing prototype tip shapes. Finally, preliminary 
studies of harpoon impact into low mass targets with up to 3 DOF showed that the 
harpoon was still able to penetrate such targets under simulated µ-gravity conditions. 
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I. Introduction 
 Current estimates suggest that approximately 5,500 metric tons of space debris, comprised of spent rocket 
bodies, decommissioned satellites, and other disused material is orbiting the Earth [1]. Apart from the obvious 
threat that this quantity of debris presents to both manned and unmanned equipment in orbit, an additional threat 
of uncontrolled, cascading collisions, commonly referred to as the Kessler syndrome [2], also exists. The 
harpoon is one of several Active Debris Removal (ADR) systems currently being investigated by the ESA to 
interrupt this potential cascade of collisions by removing large, uncontrolled debris [1]. The research undertaken 
as part of this project aims to contribute to studies being conducted by Airbus Defence & Space on the viability 
of  using a harpoon in an ADR role. 
 In order for a harpoon to be used successfully in an ADR role it must meet several requirements. The first of 
these includes being able to penetrate a target with minimal energy and creation of secondary debris. In regards 
to the former, minimising required impact energy reduces the propellant needed to launch the harpoon. This 
reduces the overall mass of the ADR system and would not be insignificant in the likely event that multiple 
harpoons are launched on a single spacecraft. In addition, as will be identified in this paper, reducing impact 
energy also reduces the creation of secondary debris. This not only reduces the risk of adding to the space debris 
problem, but also damaging vulnerable equipment within the target. This could include fuel and heat pipes, as 
well as pressure vessels and batteries. Penetration of any of this equipment could lead to fragmentation or 
explosions [3]. Performance against this requirement was assessed by undertaking experimental tests to 
establish a relationship between tip shape, ballistic limit and secondary debris creation. In addition, tip 
parameterisation was undertaken using simulation methods to reduce the quantity of experiments required. 
 The second requirement identified was that the harpoon must be capable of penetrating a range of target 
materials under a variety of conditions and in different configurations. The materials include those that are 
typically found on solar arrays (CFRP, and 20mm Al core with 0.25mm CFRP skin), and equipment panels and 
payload adaptors (3-5mm Al panels or Al Sandwich panels with 0.5mm thick skin) [1]. Whilst penetration of Al 
and Al honeycomb (Al H/C) panels was tested experimentally, due to the limited availability of CFRP, the 
effectiveness of different tip shapes against this material was compared using simulation. In regards to target 
conditions, its temperature could vary significantly depending on its orientation in relation to the sun at the time 
of impact. This could have a significant effect on the properties of the target material.  As a result, impact 
testing on Al targets cooled to very low temperatures was conducted to determine the effect of extreme cold on 
the ballistic limit of Al plate as well as the creation of secondary debris.1 In regards to target configuration, this 
relates to panels which may be obstructed by equipment boxes and/or attached heat pipes. Heat pipes in 
particular are a significant consideration as they typically have a 3mm wall thickness (Astrium, 2012). As such, 
impact tests were conducted on target panels fitted with representative heat pipes to determine the effect of such 
obstructions on harpoon penetration. Target configuration also relates to its orientation at the time of impact. As 
potential targets could be spinning or tumbling, impact is likely to occur at an oblique angle. Limited impact 
testing was therefore conducted on targets up to an angle of obliquity of 40°. This limited experimental testing 
was supplemented by simulating impacts up to an angle of 60°. 
 The final requirement identified relates to the lock-on mechanism used to securely attach the harpoon to the 
target to facilitate stabilisation and de-orbiting maneuvers.  The forces generated during this phase of the 
mission are expected to average approximately 500N, with a peak as high as 2-3kN in the event of a high thrust 
de-orbit manoeuvre [1]. Testing of two different lock-on mechanisms to confirm reliability of deployment as 
well as load capacity was therefore conducted.  
 Of note, the empirical impact testing discussed in this paper was designed to simulate impact into debris 
representative of that expected to be targeted as part of a harpoon ADR mission. These targets, such as large 
satellites and rocket bodies, are likely to have high inertia properties relative to the harpoon. As such, the 
majority of testing used fixed targets and the effect of impacting a target along an axis not coincident with its 
CoG was not considered. Empirical testing of harpoon impact into low mass targets in simulated µ-gravity was 
undertaken as a preliminary study only, the results of which are discussed in section H. 

II. Experimental Set-Up 
 The UNSW medium velocity gas gun was used to conduct the experimental component of this study. This 
gas gun was chosen as it was able to impart the estimated energy required to allow the projectile to penetrate the 
thickest target configuration tested. Projectile speed was initially measured using two sheets of Al foil spaced a 
given distance apart and connected to an Arduino microcontroller. The timer was triggered as the projectile 
broke through each piece of foil. This method proved to be highly inaccurate however due to the inconsistent 
flexing of the foil pieces prior to projectile penetration. As a result, a modified speed sensor using two infrared 
                                                           
1 Temperature of orbiting objects such as the ISS varies between -128°C in eclipse to 93°C in direct solar radiation, 
http://www.nasa.gov/content/cooling-system-keeps-space-station-safe-productive/#.U3BVvvmSyuI, viewed on 10 May 14 
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sensor/transmitter pairs was developed. This enabled the time of flight between the two sensor pairs to be 
measured to a resolution of 1x10-6 sec.  This set-up was positioned at the bore exit and is detailed in Fig. 1. 
 All target plates used during the impact experiments were 250mm2 in dimension and varied in thickness. 
These were secured to a target box which was positioned on a steel frame. In order to decrease experimental 
uncertainty due to target movement upon impact, the plates were attached to the target box with two 6mm thick 
Al holders which were bolted to a 4mm thick steel adapter plate. This adapter plate was secured to the box with 
M10 bolts. The box itself was filled with clay and bolted to the stand. In order to further reduce the chance of 
movement, solid steel plates were placed behind and on the target stand. This set-up can be seen in Fig. 2. This 
configuration was later modified for impact testing of obstructed panels. The target box was removed and the 
target adapter plate fixed directly to a steel frame. This configuration allowed high speed video footage to be 
taken of the rear of the target during impact and therefore the nature of heat pipe failure to be recorded.  

The harpoon used for experimental testing was manufactured from 10mm diameter mild steel rod. Several 
iterations were developed to improve reliability against failure. Whilst the initial version was modular to allow 
replacement of harpoon segments in the event of failure, or to change its length, it was found that this design 
actually contributed to failure on impact. The final version was therefore manufactured from a single threaded 
rod. The thread enabled the fitting of different attachments such as non-discarding sabots as well as damper 
systems. The end of the harpoon was threaded to allow for the fitting of different tips. These tips were also 
manufactured from mild steel and were drilled and tapped with a 3/16 thread. This thread size was chosen as it 
corresponded to that used in the Ramset toggle trialed as a lock-on device. The harpoon and tips are shown in 
Fig. 3.  

       
Figure 1.  Sensor used to measure harpoon speed.    Figure 2.  Target holder set-up used for  

                   ballistic limit and oblique impact testing. 
 
 

   
 

Figure 3.  Harpoon used for experimental testing (left) and tips used for ballistic limit comparison (right). 
 

III. Results and Discussion 

A. Ballistic Limit Testing 
 The ballistic limit of 3mm, Al5005H34 plate for both conical and blunt tip shapes was determined 
experimentally. Specifically, the purpose of this testing was to identify which tip shape had the lowest limit as, 
in addition to reducing the propellant required, minimising the ballistic limit will reduce the shock-induced 
stresses in the target material. This is important as it reduces the risk of spalling and therefore further debris 
creation. Whilst spalling is commonly associated with the tensile stresses resulting from the reflection of shock 
waves from the free surface of a target [4], it can also occur through a process known as ductile spall damage. 
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This is particularly relevant for Al. This process leads to the development of spall as a result of void nucleation 
and growth [4]. As the likelihood of damage is a function of the magnitude of the shock-induced stress in the 
target material, reducing the impact energy is likely to reduce the onset of ductile spall damage. 
 Potential errors associated with the testing regime include deflection of the target box and adapter plate as a 
result of the high impact energy, and the anisotropic nature of the target material. In regards to the latter, yield 
strength will vary depending on the orientation of the grains in a given sample. In regards to deflection, as 
discussed in the introduction, this was minimised by mounting the target securely to the target box. Resultant 
deflection was recorded using a high speed camera at 1200 frames per second. From the footage it could be seen 
that deflection occurred post impact rather than during penetration as a result of shock wave propagation 
through the target and box, as well as the inertia of the target set-up. As a result, the effect on recorded ballistic 
limits is evaluated as minor.  
 The results of the experimental ballistic limit testing, including uncertainty ranges, are detailed in Table 1. 
The upper limit corresponds to the velocity at which complete penetration occurred, while the lower limit 
represents the closest recorded velocity below this value at which full penetration did not occur. From these 
results it can be seen that, with the exception of the cone, the ballistic limit is proportional to the circumference 
of each tip. 
 

Table 1: Ballistic Limits for 3mm Al5005H34 Plate Impacted by Different Harpoon Tip Shapes 

Tip Shape Dimensions (mm, deg) Ballistic Limit 
(m/s) 

Kinetic Energy 
(J) 

,

,

i ave

cone ave

E
E

 
  
 
  

 Dia. Length Angle  Circ.     
Cone 16 18 24 49 42.9 - 44.2 206.8 - 220.3 1.0 
Cube N/A 16 (side length) N/A 64 40.9 - 42.2 204.1 - 217.1 0.99 
Hex N/A 16 (across flats) N/A 54 38.6 - 40.3 190.41 - 207.8 0.93 
Cylinder 16 11.5 N/A 50 33.3 - 35.5 128.4 - 145.8 0.64 
 

 The fact that the ballistic limit of the cone deviates from this trend can be explained by the difference in 
failure modes of blunt versus conical tips. Perforation of plates by blunt or rounded projectiles ‘usually involves 
punching out a plug resulting from shear failures that initiate along or near the boundary of the impact surface’ 
[5], however, perforation by conical or ogive tips results in piercing, crack propagation and petaling [6]. As the 
latter involves high radial and circumferential tensile stresses [7], more energy is required.  

B. Secondary Debris Creation 
 As the intent of the harpoon system is to remove debris from low earth orbit, this study also included an 
assessment of the relative amount of debris created by each tip shape. From this testing, it was confirmed that 
impact of thin Al targets with conical tips can produce ductile spalling and minor fragmentation. Impact by 
blunt tips can produce plugs, and occasionally minor fragmentation. Of note, any debris produced during the 
experimental impact tests was opposite to the side impacted, which would typically be internal to the debris 
object. Examples of the debris produced by blunt and conical tip shapes are given in Fig. 4.  
 

         

 

Figure 4. Plugs produced from impact of 3mm Al5005H34 plate by blunt projectiles  (left) noting that 
dimensions match those of respective tips given in table 1. Spall (centre) and fragmentation (right) 
produced from impact of 3mm Al5005H34 plate by conical and blunt projectiles respectively at 8x 
magnification. Maximum spall diameter (centre) is 2.6mm. Fragmentation dimensions (right) are 15.2mm 
long, 0.6mm wide. 
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 Of note, in regards to impact into spacecraft, unless the impact site is a radiator panel or solar array most of 
the structure will be covered with MLI and this has been shown to help trap inside the satellite any small 
particles created during the harpoon impact [8]. 

C. Low Temperature Impact Testing 
 Although published data was not available for Al5005H34, the tensile strength of Al2024, commonly used 
in space applications, has been shown to increase by approximately 276MPa over a temperature range of room 
temperature to -269°C.  In addition, the % elongation and ductility of some Al alloys decreases with a 
significant reduction in temperature [9]. The reason for this testing therefore was to investigate the effect of low 
temperature on the ballistic limit and, more importantly, to investigate whether the increased brittleness of Al at 
these temperatures would increase the risk of secondary debris creation. 
 The low temperature testing was conducted on 3mm Al5005H34 plate using a conical tip. The target 
material was cooled to -171°C by immersion in liquid nitrogen before being impacted by the harpoon with the 
temperature of the target being monitored with a K-type thermocouple. Due to the time delay between removing 
the target from the liquid nitrogen and firing the gun, the target temperature increased prior to impact.  It is 
estimated that an uncertainty of approximately 5°C exists in the impact temperature readings. This is due to the 
fact that only one thermocouple was placed at the base of the target and uniform temperature across the target 
plate cannot be assumed. The recorded impact temperatures as well as the results of this experiment are detailed 
in Table 2. 

Table 2: Results From Impact of a Conical Projectile Into 3mm Al5005H34 Plate at Low Temperatures 

Test Impact 
Energy(J) 

Impact 
Temperature(°C) 

 +/-2°C 

Perforation diameter(mm) 
+/-0.5mm 

1 247 -104 14.5 
2 255 -83 16 
3 255 -119 13.5 
4 265 -102 16 
5 265 -86 Complete penetration 
6 148 -107 12.6 
7 241 -130 13.6 
8 217 -138 12.2 
9 202 -136 12.7 
10 202 -132 13.1 
11 224 -80 14 

  
 From these results it can be seen that for the same impact velocity e.g., data points four versus five and nine 
versus ten, the penetration depth decreases with decreasing temperature. In addition, although the impact 
velocity for test four was 20% higher than the ballistic limit for the Al impacted at room temperature, complete 
penetration did not occur. This provides good evidence that the ballistic limit of Al plate increases with low 
temperature. This correlates well with the increase in strength at low temperatures noted in the aforementioned 
research. 
 As well as increasing the ballistic limit, cooling Al plate to low temperatures resulted in reduced spall and 
fragmentation of the target plate. This difference is likely to be the result of the reduction in ductility with 
temperature of the sample. This reduction in ductility reduces the likelihood of ductile spalling mentioned 
earlier. Photographs of two impacted samples, taken at 8 x magnification, show a clear difference in the fracture 
surface of Al plate impacted at room temperature in comparison to that impacted at low temperatures. The 
sample shown in Fig. 5 was impacted at room temperature at a velocity of 42.2m/s resulting in a perforation 
diameter of 14.5mm. The sample shown in Fig. 6 was impacted at -119°C at 47.3m/s resulting in a perforation 
diameter of 13.5mm. Fig. 5 shows the onset of spalling (arrow) as well as the formation of fragmentation 
(circled), however, Fig. 6 shows relatively clean fracture surfaces. From this testing it can therefore be 
concluded that, whilst impacting Al alloy targets at low temperatures may require a slight increase in impact 
energy, the potential for additional debris formation may actually be reduced. 
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Figure 5. Fracture surface of 3mm Al5005H34 plate impacted at room temperature at 8 x magnification 
(left). The onset of spall formation is evident in centre right of image. Fracture surface of 3mm 
Al5005H34 plate impacted at room temperature at 8 x magnification (right). Formation of fragmentation 
is evident in centre left of image. 
 

       
Figure 6.  Fracture surface of 3mm Al5005H34 plate impacted at -119°C at 8 x magnification. 

D. Heat Pipe Obstruction 
 In the event that the harpoon is used as an ADR system, it is unlikely that it will penetrate a completely 
unobstructed panel. Potential targets such as satellites will commonly have heat pipes as well as equipment 
boxes fitted. As such, it was deemed important to obtain empirical results for impact into panels fitted with such 
obstructions. Impact testing was therefore conducted to determine the ability of the harpoon to penetrate 2mm 
thick Al6061-T6 plate with a representative heat pipe secured to the back. The heat pipe was manufactured from 
6061-T6 billet Al in accordance with industry specifications. The pipe was secured to the plate with M4 bolts 
and a representative adhesive, also in accordance with these specifications, to ensure an accurately 
representative configuration. The M4 bolts were tightened to a torque value of approximately 2.3Nm. The 
particular grade of Al was chosen as it was more readily available than the 6063-T6 and 7020-T6/2024-T6 
grades of Al used for the actual heat pipes and panels respectively, and had similar yield properties. The target 
configuration is shown in Fig. 7.  
 

            

Figure 7. Rear surface of Al6061-T6 fitted with representative heat pipe manufactured to industry 
specifications (left). Result of impact with blunt projectile (hex) at 66m/s into 2mm Al6061-T6 plate fitted 
with a representative heat pipe showing complete separation of heat pipe. Impact was along centre-line of 
pipe (right). 
 
 A series of three tests were conducted. These involved impacting the target panel with different tips as well 
as at different velocities and alignments. The primary purpose of this series of tests was to determine the effect 
that an obstruction such as a heat pipe would have on the harpoon's ability to penetrate the target panel. The 
results of this series of tests are detailed in table 3.  
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Table 3: Results from impact of harpoon into 2mm Al6061-T6 panel fitted with representative heat pipe 

Test Impact 
Velocity (m/s) 

Tip Impact Location Result 

1 65.85 Blunt (Hex) Heat pipe centreline Complete separation of 
heat pipe due to shear of 

flanges at mounting bolts. 
2 49.97 Cone Left of centre Partial separation of heat 

pipe due to shear of left 
flange at mounting bolt. 

Harpoon remained 
attached to panel post 

penetration. 
3 42.18 Integrated toggle Heat pipe centreline Partial penetration of 

panel and separation of 
heat pipe at bolt location 
closest to point of impact. 

 

 From these results it can be seen that a heat pipe does not prevent the harpoon from successfully penetrating 
a target panel. In all cases, the common failure mode was shear through the pipe flange at the mounting bolt(s) 
resulting in separation of the pipe from the target panel. High speed footage of test 1 showed bending of the pipe 
with initial harpoon penetration followed by clear separation from the panel. As a result of penetrating the panel 
at different locations with respect to the pipe centre line it could be seen that this separation occurred whether 
the harpoon impacted directly along the centre line of the pipe or along its edge. This is of significant benefit for 
an actual mission scenario where the precise locations of heat pipes, as well as harpoon impact location, may be 
unknown. In addition, the results of test 3 showed that even if the projectile impact energy is too low for full 
penetration of the target panel, the pipe will still separate. From these tests it can therefore be concluded that the 
flange is the weakest point for this target configuration and will reliably fail on impact, allowing successful 
harpoon penetration.                       

E. Oblique Impact Testing 
 In regards to impact angle, although normal impact and perforation of thin and moderately thick plates has 
been extensively investigated both analytically and experimentally by authors such as Goldsmith, Backman, 
Gupta, and Finnegan, data related to oblique impacts are not readily available. Oblique impact needs to be 
considered for an ADR harpoon system due to the possibility that the target may be spinning and even tumbling. 
The limited existing research shows that the ballistic limit for a given projectile changes with varying degrees of 
obliquity [10]. This is largely a result of increasing path length with increased obliquity as well as increased 
bending stresses due to the asymmetry of the loading [7]. 
 In order to determine the effect of obliquity on harpoon penetration, a series of preliminary tests were 
conducted with conical and blunt tips. These experiments were conducted at an angle of obliquity up to 40° by 
angling the target box. As the angles were determined with a standard protractor, a conservative uncertainty 
margin of +/-1.0° has been included. Testing was concluded at 40° due to damage which was incurred to the 
harpoon as a result of the projectile sliding along the face of the target plate and impacting the target holders. 
The results of the empirical tests are detailed in Table 3. 

 

Table 3: Results of Oblique Impact Testing for 3mm Al5005H34 Target Plate 

Tip Shape Angle of 
obliquity +/-1.0° 

Impact velocity 
(m/s) 

Result 

Cone (16mm, 24°) 20 43.5 Through 
 30 44.3 Through 
 40 44.3 Ricochet 
 40 46.6 Embedded in target 
 40 48.2 Through 
    
Cube (16mm side 
length) 

20 43.5 Through 

 30 43 Through 
 40 48 Skidded along target face 
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 From these preliminary results it can be seen that the blunt tip appears to require a greater relative increase in 
energy in order to penetrate targets at increasing angles of obliquity. This can be concluded from the fact that, 
although it had a greater relative increase in energy between 30° and 40° in comparison to the conical tip, it 
failed to even embed in the target. These limited results were supplemented with simulation. These results are 
discussed in section G. 

F. Effectiveness of Harpoon Lock-on Mechanisms 
 In order to allow de-orbiting of the debris, an effective lock-on mechanism needs to be developed. 
Preliminary studies already completed by Airbus Defence & Space have identified a number of options for this 
purpose including iterations of fixed and deployable barbs. Due to the increase in impact energy required for 
devices with fixed barbs, as well as a higher likelihood of debris creation, this project focused on testing two 
different deployable toggle mechanisms. The first used a simple spring activated toggle mechanism, whilst the 
second was an integrated tip/toggle design (Fig. 8). The second mechanism deployed under the influence of 
gravity during testing. As such, it would require a simple strain-energy device, such as a tape spring, to facilitate 
deployment in zero-g. This tip was designed to improve reliability in impacts where the target panel may be 
obstructed by heat pipes or obstructions. In both cases, premature deployment of the toggle mechanisms was 
prevented by fitting collars which were forced to release upon impact with the target panel. Both toggle 
mechanisms were tested during impact with 23mm thick Al H/C panels with 1mm Al face sheets. As shown in 
Fig. 8, both mechanisms operated reliably and effectively. 
 

                 
 

Figure 8. Harpoon with spring activated toggle (left) and integrated toggle (right) in deployed 
configurations. 
   
 In addition to testing the deployment of these mechanisms, their ability to withstand the expected forces 
associated with de-orbiting manoeuvres was also established. A study conducted by Airbus Defence & Space 
suggests that an average force of approximately 500N, with a peak as high as 2-3kN in the event of a high thrust 
de-orbit manoeuvre, could be experienced. This testing was conducted on Al H/C panels. These samples were 
chosen instead of Al plate as they have a lower resistance to shear and therefore represent the worst case 
scenario. They are also typical of spacecraft structures. Of note, the CFRP panel also used in satellite 
applications was not available for testing. The testing involved clamping the target panel with embedded 
harpoon in a tensile testing machine and recording the peak force achieved before failure of either the 
mechanism or target material. The results of the testing are detailed in Fig. 9. 
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Figure 9.  Pull-out resistance of integrated toggle locked onto Al H/C panel (top), and pull-out resistance 
of spring activated toggle locked onto Al H/C panel (bottom). 

    
 As a result of conducting this test it was found that the peak load experienced by the integrated toggle was 
2,950N, while the spring activated toggle experienced a peak load of 2,720N. As a result, both were capable of 
withstanding the minimum load requirement of 500N. Pull out occurred during the spring toggle test as a result 
of the failure of the toggle. The test of the integrated toggle resulted in failure of the honeycomb panel with the 
toggle remaining entirely undamaged. This suggests that the integrated toggle would be capable of withstanding 
much higher tensile forces and is better suited to applications where high peak forces are likely. This enhanced 
capability is due to its more robust design and larger surface area over which the tensile force can act. In 
addition, although the integrated toggle closed up as the honeycomb failed, it was noted that it was still capable 
of supporting the minimum load requirement of 500N in a partially deployed configuration. This suggests that 
this type of toggle can be relied upon to provide sufficient lock-on to the target even if it does not fully deploy 
on impact. 
 

G. Impact simulation using ANSYS/Autodyn 
 Part of this study involved numerical modeling to simulate impact into Al and CFRP targets. The reasons for 
conducting simulation were: to identify the suitability of using simulation as a harpoon development tool; to 
obtain further results for the study into oblique impact; to parameterise tip dimensions and therefore reduce the 
amount of experimental testing required; and to simulate impact into CFRP targets. In regards to the models 
simulating impact into Al targets, a linear equation of state was used. This was chosen due to the fact that the 
relatively low velocity of the impacts being simulated meant that only the initial (linear) portion of the 



Page 166  Proceedings from 14th Australian Space Research Conference, 2014

 
 

 

associated material Hugoniot was relevant. The strength model chosen was the Johnson-Cook model, whilst the 
failure model was based on effective plastic strain. The Johnson-Cook strength model was chosen as it 
incorporates a strain hardening component which is an important consideration for low velocity impact into Al 
targets. The model also includes strain rate and thermal softening effects. The results of quasi-static testing of 
3mm Al5005H34 samples were used to determine the primary constants required for the Johnson-Cook strength 
model. Extensive convergence testing was also conducted to improve the accuracy of the simulations. This 
involved mesh refinement, adjustments of hourglass damping controls, determining the sensitivity of results to 
variations in the Johnson-Cook parameters, and optimising target panel size to minimise edge effects whilst 
maintaining realistic computation times. In addition, the hourglass energy was monitored and maintained at 
below 10% for the majority of the simulations and the energy error was maintained below 5%.2 
 In regards to mesh size, convergence testing was conducted where the target mesh size was reduced from 
10mm to 1mm in 1mm increments. This showed that the variation in energy errors reduced significantly once 
the mesh size reached 2mm. As such, this size was used for target meshes in all of the simulations undertaken. 
In regards to mesh type, initially the automatically generated configuration was maintained which included a 
hexahedral mesh for the target and tetrahedral mesh for the harpoon. As the default mesh size was usually quite 
large however, it was reduced in order to decrease the final energy error values. Although this configuration was 
suitable for the ballistic limit simulations, it resulted in excessive energy errors once oblique impact simulations 
were conducted with conical and complex tips. As a result, the target mesh was changed to a tetrahedral 
structure. This significantly reduced the hourglass energy values for these remaining simulations. 
 In order to assess the suitability of using simulation to support the harpoon development process, ballistic 
limit simulations were run and convergence with empirical results assessed. This showed that varying degrees of 
agreement existed between experimental and simulated ballistic limits. Whilst the simulated ballistic limit for 
the conical tip exactly matched that obtained experimentally, the model over-predicted the ballistic limit for the 
blunt projectiles. The relationship between circumference and ballistic limit identified experimentally however 
was confirmed with simulation. In addition, the petaling and plugging failure modes shown by the simulations 
were representative of those achieved experimentally. 
 The oblique impact simulations conducted confirmed that a blunt tip requires more energy to perforate a 
3mm Al plate at high angles of obliquity in comparison to a conical tip, particularly at angles in excess of 45°. 
Custom tips were also designed and tested for their performance at increasing angles of obliquity however, their 
performance was worse than that achieved by a conical tip shape. Simulations involving the parameterisation of 
conical tips were also run where the tip diameter was varied between 16-20mm. This showed that the ballistic 
limit increases with tip diameter. 
 In regards to harpoon impact into CFRP, this simulation used an SPH solver in Autodyn-2D. This solver was 
chosen due to its meshless nature and therefore greater applicability to impact simulations of brittle materials in 
comparison to the Lagrange solver. A data set developed in a previous study on testing, material modeling, and 
numerical simulation of impact on CFRP was used in this solver [11]. Simulations of impact into 1mm CFRP 
panel by both blunt and conical projectiles at their ballistic limits of 11m/s and 35m/s respectively, detailed in 
Fig. 10, showed significant differences in debris formation, debris velocity, and projectile deceleration. 
Specifically, the debris formed during impact by a blunt projectile is more coherent and has a lower velocity 
than that produced by a conical tip. The maximum velocity of these debris particles is approximately 40m/s 
whilst debris created by a conical projectile reaches approximately 590m/s. The significant difference in 
ballistic limits can be explained by the fact that CFRP has low impact strength but high tensile yield strength 
[12]. As penetration by the conical tip results in piercing and therefore a high tensile load, it experiences greater 
deceleration than the blunt tip which causes the CFRP to fail as a result of high impact-loading. It is also worth 
noting that debris formation is initiated on the back-face of the target. This is typical of impact damage incurred 
by thin composite targets [7] and means that any debris created by the harpoon will remain internal to the target.  
 

                                                           
2 Hourglass energy is defined on the LS-Dyna Support site, http://www.dynasupport.com/howtos/element/hourglass, as 
'....nonphysical, zero-energy modes of deformation that produce zero strain and no stress.' They therefore need to be 
minimised in simulations as they can result in unphysical results. 
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Figure 10.  Simulation of blunt projectile impacting 1mm CFRP at ballistic limit (11m/s) (left), and 
simulation of conical projectile impacting 1mm CFRP at ballistic limit (35m/s) (right). 

H. Harpoon Effectiveness  in µ-Gravity 
 The experimental results presented in this paper have been for impact into fixed targets. This test regime was 
designed to be representative of impact into high mass targets only. These include rocket bodies, and large, 
inoperable satellites in the 1 to 8 tonne class with high inertia properties. In addition to these results, however, 
preliminary studies have been conducted to assess the effectiveness of a harpoon ADR system against low mass 
targets. In order to conduct such a test regime, a testing apparatus which allowed unconstrained movement of 
the target was required. Although the construction of a rig allowing a full 6 DOF would be desirable, the initial 
rig developed was limited to 2 DOF. This allowed the rotation and translation of an approximately 1kg target, 
designed to represent of a Cubesat. This 'Cubesat' was fitted with Al H/C panel and can be seen in Fig.11. The 
harpoon used for this test had a mass of approximately 0.045kg and the impact speed was approximately 18ms-
1. Translation was achieved with low friction linear bearings and rotation achieved with roller bearings. Of note, 
the friction from the linear bearings was quantified by comparing the theoretical ∆V of the target, which was 
obtained from a simple momentum balance calculation, with the actual ∆V obtained from high speed footage of 
the impact. This calculation showed that the friction was negligible. As a result of conducting this test, it was 
shown that a low mass harpoon was capable of penetrating an Al H/C target with 2 DOF. A snapshot from the 
high speed footage showing successful penetration of the 'Cubesat' is shown in Fig.12. In addition, this test rig 
was further modified to allow 3 DOF. Testing with this rig showed that the harpoon was still able to achieve 
successful penetration. 
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Figure 11. Test-rig used to assess harpoon impact of low mass target with 2 DOF. Test rig is comprised of 
a mock 'Cubesat' fitted with AL H/C panels and mounted on linear bearings. These bearings allow 
translation on rails with very low friction. 'Cubesat' is also mounted on a single axle supported by 
bearings to allow rotation of target. 
 

 
 
Figure 12. Image taken from high speed footage showing successful penetration of 'Cubesat' by low mass 
harpoon with impact speed of approximately 18ms-1. Harpoon is white Delron rod. Rod is fitted with 
Kapton tape covered damper seen on immediate right of AL H/C panel to ensure triggering of IR speed 
sensors. 
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IV. Conclusion 
 In this paper the results of a preliminary study to determine the effectiveness of using a harpoon in an ADR 
application were presented. These results have demonstrated the feasibility of the harpoon as a method of active 
debris removal.  Specifically, the work performed showed that: 
 

Outcome Result Implication 
A The ballistic limit for penetration is less for a blunt 

nosed projectile than a conical one, however, this 
only applies to normal impact. The conical tip 
requires a less significant increase in energy for 
oblique impacts. 

A conical tip would be more versatile 
in an ADR mission as targets are likely 
to be rotating or tumbling therefore 
resulting in an oblique impact. 

B Secondary debris is created by both blunt and 
conical projectiles. Blunt projectiles create a plug, 
while conical projectiles can create minor 
fragmentation and spalling. Secondary debris for 
both cases is on the side opposite to impact. 

Neither blunt nor conical tips prevent 
secondary debris formation, therefore, 
this criteria should not be used in the 
selection of tip shape. 

C Penetration of 3mm Al plate targets at low 
temperatures reduces secondary debris.3 This results 
from increased brittleness of the target material and 
therefore a reduction in ductile spalling. The energy 
required to penetrate a low temperature Al target is 
also increased.  

Targets in eclipse may be successfully 
penetrated with an increase in impact 
energy and a reduction in the likelihood 
of secondary debris formation, if a 
conical tip is used.  

D A harpoon can successfully penetrate Al targets, 
including those with heat pipe obstructions with the 
creation of internal debris only. 

A harpoon can successfully penetrate a 
target panel with heat pipe obstructions. 
This applies whether the impact site 
coincides with the heat pipe centreline 
or is partially offset. 

E A conical projectile was shown to be capable of 
penetrating a 3mm Al target up to an angle of 
obliquity of 40°. 

A harpoon with a conical tip can 
penetrate targets that are rotating or 
tumbling where the resulting impact 
angle is 40 or less. Follow on work is 
required to assess the limits of 
obliquity.  

F Results of toggle testing showed that the harpoon 
could successfully lock on to an Al target panel and 
withstand the forces expected during deorbiting 
manoeuvres. 

Current toggle designs are sufficient to 
facilitate deorbiting of Al H/C and Al 
panel targets.  

F An integrated toggle design was proven to be more 
robust than a spring loaded toggle. 

An integrated toggle may provide a 
more reliable solution than a spring 
toggle for actual mission scenarios. 

G Simulation undertaken with ANSYS/Autodyn 
showed that numerical modeling can be used as an 
effective tool to predict failure modes, likely debris 
creation for both Al plate and CFRP, and relative 
(but not absolute) impact speeds required for 
different tip shapes during normal and oblique 
impacts. 

Simulation can be used to reduce the 
quantity of experimental testing 
required for further harpoon 
characterisation studies, such as oblique 
impact modeling. 

H Preliminary testing of harpoon impact into targets 
with low inertia and multiple DOF showed that 
successful penetration was still possible under such 
conditions. 

The harpoon represents a viable ADR 
system for capture of low mass targets 
in µ-gravity. 

 

                                                           
3 This applies to the 5005H34 grade of Al used in this study. The applicability to other grades of Al will be 
verified in further work. 
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V. Further Work 
 Additional parametric studies are proposed to further validate the use of a harpoon in an ADR application. 
These include additional empirical and simulation studies of oblique impacts, testing toggle deployment during 
impact with obstructed and oblique panels, and conducting a comparison between Al5005H34 and higher 
strength Al to allow extrapolation of the results to satellite structures made with different Al alloys.  Tip 
optimisation which develops on the investigation of ballistic limit and tip shape should also be undertaken. In 
addition, the design and testing of an effective damper system is required. Such a damper will prevent the 
harpoon from passing through a target panel due to excess impact energy. Finally, a preliminary study of tether 
deployment in vacuum and micro-gravity is proposed to improve confidence in the ability of the tether to 
unravel freely during firing of the harpoon.  
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Summary: 
The Namuru V3.2R3A and Kea V4.1SB Global Positioning System (GPS) receivers are Field 
Programmable Gate Array (FPGA) based receivers designed to operate in low earth orbit 
(LEO). Being FPGA based, each has the flexibility to incorporate additional hardware blocks, 
such as the Delay Doppler Map Accelerator (DDMA), which was specifically designed for 
GPS Reflectometry applications. 
 
In this paper, we examine how this same hardware block can also be employed to improve 
receiver's cold-start time by virtue of the wide-bandwidth afforded by the DDMA. This 
includes a brief review of the hardware and software signal-processing performed by the 
receiver, followed by some test results performed using ACSER's GPS simulator. We also 
discuss how improvements can be made to future products using some of the techniques 
described here. 
 
Keywords: space-borne GPS receiver, signal acquisition, Namuru GPS, Kea GPS, Delay 
Doppler Map (DDM), search engine, detection 

Introduction 

The University of New South Wales (UNSW) is well known for its pioneering work in Field 
Programmable Gate Array (FPGA) based Global Positioning System (GPS) receiver design, 
which was undertaken by the Satellite Navigation And Positioning Laboratory (SNAP Lab)1 
and privately held General Dynamics Corporation of New Zealand. The outcome of this work 
was the development of the Namuru FPGA based GPS receiver [1], which in turn resulted in 
the opportunity to further develop the GPS receiver technology for operation in space as part 
of the Garada and Biarri projects, carried out by the Australian Centre for Space Engineering 
Research (ACSER). The culmination of this work has been the opportunity to fly the GPS 
receivers on board several CubeSat missions. This includes the three-satellite Biarri 
constellation, which has been done through the Defence Science and Technology 
Organisation (DSTO), the UNSW QB50 Cubesat EC0 and the DSTO Biarri follow-on 
mission 'Buccaneer'[2]. 

An important consequence of having a real world, high-cost mission depending on a 
technology is a focus to ensure that the technology is reliable and fit for purpose. For these 

                                                 
1 SNAP Lab is a joint collaboration between the Surveying and Geospatial Engineering 
(SAGE) group of the School of Civil and Environmental Engineering (CIVEN) and the 
School of Electrical Engineering and Telecommunications (EET) at UNSW. 
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projects, the Namuru and Kea GPS receivers are no exception and significant effort has 
therefore been put into ensuring that the best possible performance and reliability is achieved 
from the receiver in order to ensure mission success. This includes the development of 
bespoke hardware and firmware to meet the specific requirements associated with each 
program.  

A fundamental requirement of a space-borne GPS receiver is to navigate in orbit with a 
sufficiently short time-to-first-fix (TTFF). However, such a receiver often faces significant 
difficulty with acquisition of the satellites when the receiver is first powered up. Receivers 
typically rely on the use of prior information, including knowledge of the satellite orbits, the 
current time and the receiver position and velocity in order to reduce the TTFF, but such 
information is typically not available following a receiver factory-reset. A factory-reset refers 
to the process of clearing the receiver’s non-volatile memories and real-time-clock, thereby 
selecting a default state. 

One of the more unusual requirements for the UNSW EC0 mission is to perform GPS remote 
sensing through the addition of a custom LHCP antenna array, combined with an ability to 
extract and store digitized intermediate-frequency (IF) GPS signals. This IF data is then 
processed with another custom hardware block, the Delay Doppler Map Accelerator (DDMA) 
in order to produce a DDM image from which sea surface wind-speed and direction can be 
derived. Other groups throughout the world have also designed such hardware, with examples 
including [3], [4] and [5]. 

In this paper, we first review the Namuru V32R3 [2] and Kea V41SBR2 FPGA based GPS 
receiver, the DDMA hardware block [6] and the problem of acquiring GPS signals in low 
earth orbit following a factory reset. We then explore how the DDMA hardware as 
implemented on the Namuru V32R3 receiver can be used to speed up the cold-start 
acquisition process, as well as describing the firmware changes required to implement such a 
process. Experimental results obtained using UNSW's GPS simulator are then presented and 
discussed. Finally, we conclude with recommendations for the Kea series of GPS receiver to 
achieve improved future performance.  

Namuru and Kea GPS Receivers 

The Namuru V32Rx and Kea V41SBRx are the FPGA based GPS receivers that have been 
developed specifically for the Biarri and UNSW EC0/DSTO Buccaneer spacecraft, 
respectively.  

 
Fig. 1: Namuru V32R3A flight model (left) and Kea V41SBR2 prototype (right) 
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In the case of the earlier Namuru V32Rx receiver, the design was customized for a Boeing 
Colony II Cubesat platform. It employed a Microsemi SmartFusion System on Chip (SoC) 
and ProASIC3E FPGA for the digital signal-processing and a Zarlink GP2015 RF front end 
for the GPS analog down-conversion and quantisation. When the Namuru V32Rx receivers 
were first designed, the SmartFusion SoC was selected because it contained a built-in FPGA, 
which it was hoped would be sufficiently large to accept the GPS correlator baseband. 
However, the GPS correlator was subsequently found to require almost three times the 
available resource and it was therefore necessary to include the additional ProASIC3E FPGA, 
which was sufficiently large to accept the GPS correlator design from previous versions of 
Namuru, albeit with little margin for future expansion. The Namuru V32Rx receivers 
implement 12 conventional GPS correlators each containing in-phase and quadrature-phase 
channels and 3 code-phase taps separated by 0.5 chips. Each correlator dumps its accumulate 
and dump outputs every 1 ms and therefore allows 1 kHz of bandwidth to be observed. The 
FPGA resource within the SmartFusion was therefore surplus to requirements and was 
subsequently used for the Delay Doppler Map Accelerator hardware block. 

The Kea receiver design represents a privately funded evolution of the Namuru receiver and 
represents a significant improvement to the receiver design. Use of a MicroSemi 
SmartFusion2 SOC with 50,000 logic elements has allowed the ProASIC3E to be eliminated, 
while use of a General Dynamics Corporation BL2627 CMOS L1 RF front-end has allowed 
major reductions in the power consumption and size of the RF front end. CalPoly CubeSats 
are supported via a custom interface board that is used to ensure not only mechanical and 
electrical compatibility with the CalPoly cubesat standard, but also provides features such as 
antenna-switching, arbitrary reference frequency generation with excellent phase noise from a 
GPS disciplined source, as well as RS232 and RS422 interfaces. Photographs of the Namuru 
V32R3A flight model receiver and the second revision of the Kea V41 are shown in Figure 1. 

Acquisition of GPS Signals in Low Earth Orbit 

Warm Start 

Operating a GPS receiver in low earth orbit presents many challenges to the GPS receiver 
designer. One of the first problems concerns acquisition of the satellites when the receiver is 
first switched on, with several scenarios being applicable.  

The most frequent scenario, typically referred to as a warm-start, involves the case where the 
receiver has prior knowledge of the GPS constellation by virtue of a previously downloaded 

 
Fig. 2: Warm & Hot start times for a Namuru V32 receiver using TLEs in LEO 
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almanac, the current time obtained from a built-in real-time-clock, and knowledge of the 
current position and velocity. A hot-start is similarly to a warm-start, except that previously 
stored ephemeris is employed thereby saving at least 30 seconds of data extraction for each 
satellite. For a terrestrial receiver, the current position can usually be taken as the previous 
position and the velocity can be safely set to zero. However, such a strategy cannot be used 
for the LEO scenario because the receiver circles the earth roughly every 90 minutes and 
experiences Doppler frequencies of up to 40 kHz, rather than the 4 kHz experienced by the 
terrestrial receiver.  

One solution to this dilemma is to calculate a set of very coarse Two Line Elements (TLE) for 
the receiver similar to those calculated by NORAD. In this way, the Namuru or Kea receiver 
is able to calculate the satellite visibility and Doppler frequencies when the receiver is 
powered up and a rapid TTFF can be achieved. Experimental results obtained using a Namuru 
V32 in a low earth orbit scenario are shown in Figure 2, where it can be seen that typical 
warm start times are less than 200 seconds, although some outliers are occasionally observed. 

Cold Start 

In some cases it may be necessary to completely reset the GPS receiver, in which case the 
prior knowledge required for a warm-start will not be available. When the receiver is powered 
up under such conditions, it has to perform what is commonly referred to as a cold-start, 
which amounts to blindly searching for all the satellites until sufficient satellites to perform a 
fix are acquired. 

The time to perform a cold start with the conventional correlators of the Namuru or Kea 
receivers can be calculated easily.  

The number of iterations N1,1 that a single hardware block must perform in order to search the 
entire search space for a single space-vehicle is given by: 

𝑁𝑁1,1 = 𝐵𝐵𝐵𝐵𝑠𝑠𝑠𝑠 𝐶𝐶𝑠𝑠𝑠𝑠 
𝐵𝐵𝐵𝐵𝑐𝑐𝐶𝐶𝑐𝑐

BWsv is the total search bandwidth and Csv is the total search code-phase space to be searched. 
The bandwidth and code-phases visible to a channel during each search-iteration are given by 
BWc and Cc, respectively. Each search-iteration is typically made up of several rounds of non-
coherent integration NNCR of some coherent integration period TIP. Here, TIP is defined as the 
time taken to perform a 1 ms coherent integration, which for a real time correlator is usually 1 
ms, but for a postprocessing DDMA might be longer, especially if more code phase taps are 
calculated over time. The time to perform the above search is therefore given by: 

𝑇𝑇1,1 = 𝑁𝑁 1,1𝑇𝑇𝐼𝐼𝑃𝑃𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 = 𝐵𝐵𝐵𝐵𝑠𝑠𝑠𝑠 𝐶𝐶𝑠𝑠𝑠𝑠
𝐵𝐵𝐵𝐵𝑐𝑐 𝐶𝐶𝑐𝑐

𝑇𝑇𝐼𝐼𝑃𝑃𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁  

When there are Nsv satellites to find using Nc channels, the above result scales accordingly. 

𝑇𝑇𝑁𝑁𝑠𝑠𝑠𝑠,𝑁𝑁𝑐𝑐 = 𝑇𝑇1,1
𝑁𝑁𝑠𝑠𝑠𝑠
𝑁𝑁𝑐𝑐
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The cold start search time can therefore be calculated to be 776 seconds or 12 minutes 57 
seconds using the values formula values given in Table 1. This process reduces the bandwidth 
of each correlator search from 1 kHz to 750 Hz order to reduce the scalloping losses at the 
frequency boundaries. 

The problems of performing a cold-start are therefore plain to see, with almost 13 minutes 
required to search the entire constellation when operating in LEO. The process is further 
complicated by the fact that over such a long interval the satellite visibility is almost certain to 
change, meaning that some satellites may no longer be visible by the time that portion of the 
search is reached. Clearly, cold-starts in LEO are to be avoided if possible.  

Space represents one of the harshest environments to which electronic systems can be 
subjected and the probability of needing to perform a factory reset and therefore a cold-start is 
expected to be not insignificant. Given this situation, it is essential that a receiver be capable 
of cold-starting and recovering as fast as possible. That said, one way of avoiding the need to 
cold-start following a factory reset would be for the satellite on-board-computer (OBC) to 
restore essential parameters deleted during a factory reset. These parameters would include up 
to date almanac, recent TLE parameters, the most recent oscillator frequency offset and up to 
date time. However, this requires additional procedures to be performed in such an event, 
resulting in a more complicated concept of operations (CONOPS). 

Delay Doppler Map Accelerator (DDMA) 

Purpose 

The purpose of the DDMA is to help generate DDMs, which are simply GPS correlations 
calculated across a range of code phase taps and frequency bins and usually non-coherently 
integrated in order to improve the output signal-to-noise ratio. DDMs are typically generated 
from IF signals reflected from the earth's surface and downlinked to earth for post-processing 
using software-defined-radio techniques. However, this is not feasible for many cubesat 
platforms that have insufficient communications bandwidth to downlink large datasets. The 
DDMA permits the post-processing to be performed on board the spacecraft and the result 
down-linked instead. This hardware has been optimised for space based DDMs, for which the 
coherence interval is limited to no more than 1 ms [7], although in general, the coherence 
interval is dependent on the properties of the reflecting surface.  

Hardware Implementation 

The DDMA is a hardware correlator block that can be used to perform GPS correlations on 
previously captured IF data with minimal additional processor load being placed on the GPS 
receiver microprocessor. The DDMA hardware block was first described in [6] and is briefly 
summarized here. 

Table 1: Conventional correlator search time parameters 
Parameter Value Parameter Value 

BWsv 80,000 Hz TIP 0.001 s 
Csv 1023 chips NNCR 4 
BWc 750 Hz T1,1 290.9866 s 
Cc 1.5 chips Nsv 32 
N1,1 72,746.6 Nc 12 
  T32,12 775.9644 
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The DDMA hardware can be thought of as a normal hardware channel that re-processes the 
same 1 ms worth of IF samples with different initial code-phase settings and carrier frequency 
settings, storing the outputs in a memory that can be further processed by the firmware. A 
block diagram of the hardware block is shown in Figure 3. 

It is implemented as a channel single correlator with 8 code phase taps that takes its input 
from one of two 384 × 32 bit ping-pong buffers loaded by the firmware from a store of 
previously captured IF samples. Because DDMs are required to show the correlation curve in 
detail, the spacing for the code phase taps can be widened or narrowed, with selectable chip 
spacing of 1/2, 1/4 or 1/8 of a chip. Similarly, because a bandwidth greater than 1 kHz is often 
required, the dump interval from the correlator can be set to 1 ms, 0.5 ms, 0.25 ms or 
0.125 ms. thereby setting the effective bandwidth to 1 kHz, 2 kHz, 4 kHz or 8 kHz, 
respectively. Irrespective of the selected dump interval, up to 1 ms of IF data is processed 
during each round of the DDMA. The results of each round are stored in a 4096 × 16 bit 
output memory that holds 1 ms worth of I and Q dump samples for each code phase tap 
(equivalent to 8 sets of dump samples when a dump interval of 0.125 ms has been selected) 
and a user specified number of code phase taps, up to the limit of the available memory. The 
types of DDMs that can be generated using this hardware in a single pass, which is to say 
without re-processing the dataset with a completely new code-phase or Doppler offset, are 

 
Fig. 3: DDMA Hardware Block Diagram 

Table 2: DDMA Configuration Options, with fast-acquisition option highlighted 
(Note that the Taps column can be calculated as the Chip Range / Chip Spacing) 

Chip Spacing 
Chip Resolution 

(chips) 

Dump 
Interval 

(ms) 

Taps Dumps 
Per ms 

Chip Range 
(chips) 

Bandwith 
(kHz) 

 "1ms Look" 
Compute Time  

(ms) 
1/8 1/8 80 8 10 8 10  
1/8 1/8 256 8 32 8 32 
1/4 1/8 256 8 64 8 32 
1/2 1/8 256 8 128 8 32 
1/2 1/4 512 4 256 4 64 
1/2 1/2 1024 2 512 2 128 
1/2 1 2048 1 1024 1 256 
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given by Table 2. 

It should be recognized by the reader that the sizes of the memories and configuration of the 
block have been determined by the need to calculate DDMs and the available resources 
(memory and FPGA fabric logic) of the SmartFusion SoC. As will later become apparent, 
these are not necessarily optimized for the purpose of performing fast-acquisition 

Additional Firmware Processing 

In order to generate a complete DDM, or indeed to use the DDMA to search for satellites, it is 
necessary to perform additional processing of the DDMA output, as well as replenishing the 
input ping-pong buffer and output I&Q buffers. There are several reasons for this, but 
foremost among them was the need to limit the complexity and resources consumed by the 
hardware block. 

The first task that needs to be performed is to convert a sequence of two 0.5 ms dump 
samples, four 0.25 ms dump samples or eight 0.125 ms dump samples into two, four or eight 
1 ms dump samples. This is done by taking the input sequences and performing an FFT, 
which can be done efficiently because of the small size of the associated FFT. This process 
needs to be performed using all of the samples from a particular code-phase tap, and therefore 
needs to be completed across all of the code phase taps. The output of this process is a set of 
I&Q dump samples for each of the code-phase taps and produces frequency bins that are 
separated by 1 kHz. If frequency interpolation of the above results is required then the FFT 
should be zero padded and a larger FFT performed instead. However, if an interpolated FFT is 
carried out, it should be recognized that this is an interpolation and does not represent 
additional frequency resolution. This is generally acceptable for DDMs from a space-borne 
platform because the coherence interval of the signal is of the order of 1 ms [7], so additional 
coherent integration would not be beneficial. 

The second process is to perform non-coherent integration of the 1 ms results produced in the 
previous step. Any results from the first stage can be non-coherently integrated until such time 
as the required signal-to-noise ratio is reached or the input IF signal stream has been fully 
processed. 

Both of the above steps can be performed in parallel with the operation of the DDMA 
hardware block. This means that 1 ms worth of output can be processed by the DDMA while 
the previous 1 ms outputs get FFT’ed and non-coherently integrated. Recognising this fact 
can make a significant difference to the total processing time because even with hardware 
acceleration, calculating DDMs is still computationally intensive.  

Table 3: DDMA hardware search time parameters 
 (Equivalent to the conventional correlator scenario in Table 1) 

Parameter Value Parameter Value 
BWsv 80,000 Hz TIP 0.032 s 
Csv 1023 chips NNCR 4 
BWc 8,000 Hz T1,1 10.23 s 
Cc 128 chips Nsv 32 
N1,1 79.92 Nc 1 
  T32,1 327.36 
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Cold-Start Using the DDMA 

Hardware Configuration and Search Time 

In order to use the DDMA to search for visible satellites, it is necessary to configure the 
hardware to search the maximum amount of frequency space and code-space in the minimum 
amount of time. For the DDMA as implemented on the Namuru V32R3 and described above, 
this amounts to setting the hardware dump interval to 0.125 ms/dump, which is the widest 
bandwidth, and selecting the widest possible code-phase separation, namely 0.5 chips. This 
configuration is highlighted in Table 2. It can be seen that this allows 128 chips and 8 kHz of 
bandwidth can be searched in 32 ms. Using these parameters, the hardware search time can be 
calculated as 328 seconds, or 5 minutes 28 seconds. 

Firmware Processing 

Generation of DDMs or the detection of visible satellites also requires firmware processing, 
as shown in Figure 4.  

The first step, after reading the outputs from the DDMA hardware (and then starting the next 
batch of hardware processing) is to perform an 8-point complex FFT on each code phase tap. 
This transforms a sequence of 8 samples with a sample period of 0.125 ms into what would 
have been measured using 8 correlators each setup for a 1 ms integrate & dump interval. This 
needs to be performed 256 times every 32 ms and it is therefore important that this processing 
be fully optimised. In fact, such was the concern for this portion of the operation that a custom 
8 point complex FFT routine was created, resulting in the FFT processing run time on an 80 
MHz Cortex M3 processor being reduced from 24 us to 6 us. 

The subsequent steps involve taking the magnitudes of each complex output and non-
coherently integrating those outputs, as well as keeping track of where the peak output of the 
non-coherently integrations is to be found.  At the end of 32 ms, a single round of non-
coherent integration will have been performed and after 4 × 32 ms, a 128 chip × 8 kHz DDM 
will have been calculated with roughly similar sensitivity to the conventional correlator 

 
Fig. 4: Firmware signal processing 
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scenario described earlier. A record of the peak value can then be compared with any 
previously detected peaks and updated should the new maximum be larger. This entire 
process is repeated for the same satellite until the total area of 1023 chips × 80 kHz has been 
covered by all of the smaller DDMs. It is not necessary to store all of the DDMs, only to 
record whether the peak power exceeds any previously detected peak power. At the end of the 
entire process, a decision can be made as to whether the largest detection is sufficiently large 
to represent a real signal. 

Experimental Results 

In order to validate these concepts, the firmware signal processing associated with this 
process was added to the Namuru V32R3 Aquarius firmware. This involved adding an 
additional task to the processing in order to sequence through the process of calculating each 
of the individual DDMs, performing the FFTs, accumulating the results until the full search 
space had been covered and recording the maximum detection for each satellite. The task 
automatically applied this process for every satellite in the constellation and returned the 
maximum signal for each satellite. 

Following the firmware update, a GPS signal detection experiment for a LEO vehicle was 
created for an STR6560 GPS simulator and some preliminary testing performed with the 
Namuru V32R2. The results of this experiment are shown in Table 4 and Figure 5, where 
upon close examination it can be seen that although most of the signals were detected using 
the hardware, some were not. Part of the reason for these failures is due to the scalloping 
losses of up to 3 dB that occur when the signal to be detected lies midway between two FFT 
frequency bins. These losses are reduced for the conventional search because the frequency 
spacing between successive searches is set to 750 Hz rather than the maximum allowable 1 
kHz. To eliminate this effect for the DDMA search, it would be necessary to zero pad the FFT 
input and to then perform an FFT, although this would come at the expense of additional 
processor loading. 

Correlation loss is another cause of losses during detection, where this takes place when the 
peak signal correlation occurs midway between two code phase taps. This can result in an 
additional 2.5 dB of loss. The final cause of losses occurs within the non-coherent integration 
process. Normally when the coherent integration period is increased, there is 3 dB worth of 
signal to noise ratio (SNR) with each doubling in the integration period. However, this rule of 
thumb does not apply when non-coherently integrating because in such cases, small gains are 
observed when the input SNR is smaller. This is known as squaring loss [8]. 

 
Fig. 5: DDMA detection correlations for SV1 (left) and SV11 (right) 
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Actual correlations generated by the receiver are shown in Figure 5. The time to perform the 
entire search was longer than expected. Rather than the 327 seconds expected from the 
estimate of Table 3, the actual time was measured as 501 seconds or 8 minutes 21 seconds. 
This amounts to an increase by a factor of 1.53 and was caused by the firmware processing 
taking longer than the 128 ms for each DDM. Part of the reason is that the processor is also 
used to perform other GPS functions such as track satellites, extract data from the GPS 
navigation message and perform navigation solutions, so the full processor is not available for 
the processing.  

Future Enhancements  

Although the utility of the method as implemented was less than that envisaged from the 
original processing time estimates, the process of going through this exercise has resulted in 
some useful recommendations for improving the acquisition performance of future receivers, 
such as the new Kea receivers. 

One way of improving performance is by modification of the DDMA, which if changed to 
allow 1/16 ms dump intervals would allow a further doubling of the bandwidth of each 
search. Even were the output memory to be held constant at 4096  16 bits, this would still 
allow 64 chips  16 kHz to be calculated every 16 ms, thereby halving the time of the 
hardware portion of the search. This should come close to halving the time for the complete 
search, assuming that the processing capacity to perform the FFTs, non-coherent integrations 
and peak picking was available. This should be feasible given that the ARM Cortex M3 on the 
Kea board runs at 100 MHz compared to 80 MHz on the Namuru V32R3. 

The second change concerns operation of the correlators themselves. Based on the optimised 
FFT, it is clear that the software overhead of adding additional frequency bins to the 
correlators is very low. This means that were the correlators modified to store 4 dump 
samples every millisecond rather than a single dump sample, this would be equivalent to 
increasing the number of effective correlators by a factor of 4. The hardware cost of such a 
feature would be the additional storage required to store each of the dumps, although with the 
availability of large FPGAs, this could be an acceptable tradeoff. The problems caused by 
scalloping losses could also be easily dealt with by zero padding the 4 complex dump samples 
with 4 zeroes and then performing an 8 point complex FFT, at a cost of 6 us per code phase 
tap. Indeed, this processing need not always be performed, but could be limited to those 
periods when a wider bandwidth was particularly useful, such as during a cold start or during 
very high dynamics. 

Table 4: LEO GPS signal detection using DDMA 
SV Doppler 

(Hz) 
C/N0 

(dBHz
) 

DDMA 
SNR 

(dBHz) 

DDMA 
Doppler (Hz) 

Detected 

1 -18,992 48 42.3 -18,000 Y 
11 -31,856 46 40.7 -32,000 Y 
13 6,918 48 41.4 7,000 Y 
20 20,891 47 42.1 21,000 Y 
23 17,267 48 41.9 18,000 Y 
24 -20,775 46 38.1 -20,000 N 
32 11,545 45 38.2 12,000 N 
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Conclusions 

In this paper, we first described the Namuru & Kea FPGA based GPS receivers and reviewed 
the difficulties associated with the acquisition of GPS signals in LEO. We also reviewed the 
DDMA hardware block originally designed for GPS reflectometry experiments and showed 
how the block could also be used for detection of GPS signals in LEO. 

Experiments carried out on the Namuru V32Rx showed that the time for detection of signals 
during a cold-start could be reduced from a worst case of 776 seconds when using the 
conventional tracking channel correlators to approximately 501 seconds when using the 
DDMA. The time taken when using the DDMA was approximately 53% longer than what 
was expected given the original analysis due to higher firmware processing overheads than 
originally envisaged. Nonetheless, the method was still shown to be useful. 

This analysis and work also resulted in some recommendations for future products. One of 
these recommendations is to allow the bandwidth of the DDMA to be wider than currently 
supported. The second recommendation is to use the same techniques that allow wider 
bandwidths for the DDMA to also be applied to the tracking correlators. This would allow 
faster cold-start even with the use of standard correlators. A fourfold reduction in cold-start 
TTFF should be achievable if these changes are implemented.  
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Summary:  This paper gives an overview of the requirements, development and testing of an 
antenna switching daughterboard for the UNSW Educational CubeSat Zero project. This board 
has been designed to support multiple GNSS antennas, pointing in various directions, for a 
number of GNSS-based experiments including single frequency radio occultation using the 
GNSS satellites, and earth remote sensing by way of reflections of the GNSS satellites off the 
Earth's surface. An assessment of the actual antenna switching circuitry, by way of in-circuit 
measurement of the switch isolation, and signal attenuation is reported. Finally an overview of 
the next stages in the development of the EC0 CubeSat are given. 
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QB50 Project Overview 
 
The QB50 project is part of the European Commission Seventh Framework Programme effort to, 
amongst a variety of other goals, facilitate access to space. The goal is for universities around the 
world to develop 50 CubeSats that will contain a supplied sensor payload for atmospheric 
monitoring of the thermosphere (a choice of three different sensors is offered), in addition to any 
other payloads developed by the individual universities [1].  
 
The project is being managed by the Von Karmen Institute for Fluid Dynamics (VKI), a non-
profit educational and research organization based in Brussels. VKI are responsible for supplying 
the science sensor payload, and arranging the launch and deployment of the satellites, currently 
targeted for January 2016 using a Cyclone-4 rocket launched from Brazil. 
 
The three VKI-supplied sensor payloads that participants may choose from are: 

 Ion-Neutral Mass Spectrometer (INMS) 
 Flux-ф-Probe Experiment (FIPEX) 
 Multi-Needle Langmuir Probe (m-NLP) 

 
These sensors are designed to measure the Earths' thermosphere – the region in the atmosphere 
between 200 and 380 km in altitude. This region has historically been little understood or 
examined due to the difficult nature of obtaining sufficient useful measurements. Current 
methods are restricted to sensors on vehicles in highly elliptical orbits, or sounding rockets, but 
both these provide only highly temporally limited and spatially restricted results. The QB50 
project on the other hand will provide many measurements at multiple locations simultaneously 
over, hopefully, a number of months. 
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EC0 Mission Overview 
 
The UNSW QB50 entry is known as Educational CubeSat Zero (EC0). In addition to the chosen 
VKI-supplied INMS atmospheric sensor payload, a number of other scientific payloads are 
currently under development at UNSW for inclusion in EC0. 
 
These EC0 science payloads include a fully 3D-printed structure, a micro-kernel operating 
system evaluation experiment, an FPGA single event upset recovery monitoring experiment, and 
a number of Global Navigation Satellite Systems (GNSS)-based experiments [2]. These GNSS-
based experiments are the focus of this paper. 
 
The GNSS-based experiments include the space heritage-proving of the UNSW-developed 
Namuru / Kea GNSS receiver board (shown in Fig. 1) [3], a GNSS-based radio occultation 
(GNSS-RO) experiment, and a GNSS-based reflectometry (GNSS-R) experiment. 
 

 
Fig. 1:  The UNSW-developed Kea GNSS receiver  

 
 
A complication arises when considering the antenna pointing requirements for each experiment. 
The position, velocity, and timing (PVT) operation of the receiver requires a zenith-pointing 
antenna to receive the direct signals from the GNSS satellites. The GNNS-RO experiment 
requires a horizontally pointing antenna to observe GNSS signal occultations. Finally, the GNSS-
R experiment requires a nadir-pointing antenna to observe the GNSS signals reflected off the 
surface of the Earth [2]. 
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One option is to employ a single receiver antenna and reorient the spacecraft as required. This 
option has been discounted for four reasons. Firstly reorientation would involve expending 
power, power that is simply not available in the space- and weight-limited 3U CubeSat form-
factor. Secondly any reorientation would necessarily mean a period of loss of communication 
with ground stations due to communications transmitting antenna placement. Thirdly, the antenna 
for the GNSS-R experiment is ideally left-hand circularly polarised (as opposed to right-hand 
circularly polarised for normal PVT operation and GNSS-RO operation). Finally, it would mean 
that only one GNSS-based experiment could be undertaken at any point in time. In other words, 
PVT would not be available whilst performing GNSS-R or GNSS-RO; having PVT information 
available during those experiments is critical for the science. 
 
The second, and chosen option, is to have multiple antennas pointing as required, and switching 
between them as required. The spacecraft has therefore been designed with a zenith antenna for 
PVT, a horizontal antenna for GNSS-RO, and a suitably-polarised nadir antenna for GNSS-R. 
 
To enable switching between these 3 antennas, an antenna switching daughter-board (ASDB) has 
been developed. This ASDB, the blue PCB pictured in Fig. 2 during testing, is designed to plug 
directly into both the Namuru / Kea receiver, and the spacecraft bus. 
 

 
Fig. 2:  Testing the ASDB switches  

 
 

 
 
 
 
 



Page 186  Proceedings from 14th Australian Space Research Conference, 2014

ASDB Design 
 
The requirements for the ASDB included the ability to switch between a number of antenna 
inputs, under control of the flight computer and the Namuru / Kea receiver, as determined by 
mission planning requirements. Additional requirements for the EC0 mission, and other 
subsequent missions, means the board also has the ability to output additional clock signals at 
varying frequencies, hence the other circuitry visible on the board. This additional circuitry is not 
discussed in this paper. 
 
The Peregrine Semiconductor PE4250 SPDT RF Switch chip was chosen to perform the required 
switching. According to the product data sheet [4], this switch has a low insertion loss, 
approximately 0.70 dB @ 1.5 GHz @ 25°C, and a high isolation of approximately 48 dB @ 1.5 
GHz @ 25°C. Both these factors are of particular importance to GNSS-R due to the very low 
signal reception levels likely to be experienced. Both are also expected to have slightly improved 
performance at the lower temperatures likely to be experienced in space. The switching circuit 
design is shown in Fig. 3. 
 
 

 
 

Fig. 3: ASDB switching circuit design  
 
 

A further consideration for the antenna switching is the supply of power to the active receiver 
antennas. It is common to supply power to the amplifiers built-in to the antennas via a DC bias in 
the RF signal line. This is commonly called a bias-T. A detailed section of the circuit schematic 
showing the bias-T arrangement is shown in Fig. 4. 
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Fig. 4: ASDB bias-T detail from the circuit schematic  
 
 

ADSB Testing 
 
To ensure the ASDB switching performed adequately, bench tests were performed on the 
switching mechanism, the signal attenuation incurred, and the switch isolation. 
 
Switch Operational Testing 
 
To ensure the switches were actually working, a Namuru v3.2 receiver was connected to a GPS 
antenna via the ASDB switches. Control of the switches was via Python code running on a 
Raspberry Pi single board computer. Each switch output was tested and as a PVT solution was 
obtained in each case, the switches were determined to be working as expected. 
 
Signal Attenuation Testing 
 
To test signal attenuation, a Namuru v3.2 receiver was connected to a GPS signal simulator, a 
Spirent GSS6560, with and without the ASDB in the signal path. These configurations are shown 
in simplified form in Fig. 5. 
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(a) 

 

 
 

(b) 
 

Fig. 5: Attenuation test configuration a). without ASDB, and b). with ASDB  
 
 

By noting the C/N0 values output by the Namuru receiver in its NMEA messages, any signal 
attenuation variations can be seen. As can be seen in Figure 6, the results with and without the 
ASDB for the visible GPS satellites show a 3 dB signal level reduction. 
 
 

 
 

(a) 
 

 
 

(b) 
 

Fig. 6: C/N0 values for each visible satellite as output by the Namuru receiver a). without ASDB, 
and b). with ASDB  

 
 
From the PE4250 datasheets, a minimum of 1.4 dB (2 x 0.7 dB) was expected. The difference 
between the observed 3 dB and 1.4 dB can be attributed to NMEA message value rounding, and 
additional attenuation due to long cables and additional connectors converting one connector type 
to another (uFL to SMA in this case). Once installed on the spacecraft the attenuation should be 
lower. A 3 dB attenuation level is not expected to be a problem for any of the experiments. 
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Switch Isolation Testing 
 
To test each individual switch isolation, an Agilent N9310A RF Signal Generator was connected 
to an Anritsu MS2711D Spectrum Master spectrum analyser, with the ASDB in the signal path. 
This configuration is shown in simplified form in Fig. 6. 
 

 

 
 

Fig. 6: Switch isolation test configuration 
 
 

A signal level of -30 dBm at 1.57542 GHz was output by the signal generator. The signal was 
connected to each antenna input in turn, and the output signal level was then measured by the 
spectrum analyser on the output port to the receiver in all four switch positions. The measured 
results are shown in Table 1. 
 

Table 1:  Switch isolation measurements 
 

Signal into 
antenna # 

Antenna 
switch # 

Measured value 
(dBm) 

1 1 -35.5 
 2 -88 
 3 -76 
 4 -81 
2 1 -90 
 2 -35.4 
 3 -86 
 4 -75 
3 1 -71 
 2 -93 
 3 -35.4 
 4 -78 
4 1 -92 
 2 -73 
 3 -76 
 4 -35.4 

 
 
As can be seen in Table 1, the minimum isolation level is when a signal is input into antenna 
input 3, and antenna 1 is selected by the switch, giving an isolation value of -35.4 dBM - (-71 
dBm) = 35.60 dB. This figure is lower than expected and can most likely be explained by 
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crosstalk from the wiring configuration during the testing, as shown in Fig. 7. Coupling on the 
PCB may also have an effect. Once installed on the spacecraft the isolation should be higher, but 
this level is not expected to be a problem for any of the experiments. 
 

 
Fig. 7: Switching circuitry and test wiring detail 

 
 

Future Work 
 
Going forward, development continues on the software and procedures to control the antenna 
switching. In addition, software development continues on the Namuru / Kea receiver to facilitate 
extraction of raw science data for the GNSS-R and GNSS-RO data.   
 
Hardware testing is also planned by means of high altitude balloon flights. After assembly and 
integration, thermal vacuum testing of the satellite is planned using the new test facilities at the 
Advanced Instrumentation and Technology Centre at Mt Stromlo, Canberra. 
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Conclusion 
 
This paper has given an overview of the requirements, development and testing of the ASDB for 
the UNSW EC0 CubeSat project. This ASDB has been designed to support multiple GNSS 
antennas, pointing in various directions, for PVT, GNSS-R, and GNSS-RO experiments. An 
assessment of the actual antenna switching circuitry, by way of in-circuit measurement of the 
switch isolation, and signal attenuation was performed and the switching was found to be 
working largely as expected. 
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Summary: Field Programmable Gate Array (FPGA) GNSS receivers
have continued to develop at UNSW as research has progressed. As a
result, a low cost receiver, the new V4 Kea GNSS platform has been
developed for space and terrestrial operations. Although not fully
space qualified in terms of radiation tolerance, the space version of
the Kea receiver is designed to recover gracefully using redundancy
where possible to maintain operational status in the harsh
environment of space. The operational failure risks associated with
single event upsets (SEU) in volatile memory are reduced through the
use of careful design and selection of components. Factors affecting
power consumption are carefully minimised to avoid overheating in
zero atmosphere. The receiver is built on a custom designed printed
circuit board, uses custom base-band logic in the FPGA portion of a
System On Chip (SOC) component with supporting application
firmware. The combined techniques presented deliver a more
affordable solution where full space qualification is not required. This
paper describes the architecture, design challenges and development
path of the Kea receiver with features aimed at delivering robust
performance and flexibility for space operations.

Keywords: Kea, Space, Receiver, FPGA, Base-band

Introduction

Small satellite and sounding rocket missions have usually been based on commercially
available GNSS receiver products. These often prevent the implementation of anything
further than tracking the GPS L1 signal within the limits of the receiver’s capability. The
receiver internal architecture is usually proprietary with the software and base-band not
accessible to the end user.

In 2004 the Namuru GNSS receiver platform was developed at the University of New South
Wales (UNSW) as reference design to support ongoing research resulting in many successful
applications and research projects . One of the main features of the Namuru receiver is that it
is fully open source which allows access to the previously unavailable receiver internals. An
FPGA is used for both the base-band and the soft core processor which allows extreme
flexibility. Although not specifically designed for space applications the Namuru V2 receiver
was tested to determine its suitability for sounding rocket experiments at the German Space
Centre (DLR) (A. Grillenberger, et al., 2008). After finding that the receiver was able to meet
their expectations with minor modifications, it was successfully launched on a sounding
rocket mission in April 2010 by DLR (A. Grillenberger and M. Markgraf, 2011). Because this
mission was by design quite short, there was no prolonged exposure to environmental factors
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that may impact operation. However, the mission was entirely successful and the Namuru V2
receiver performed well.

In late 2010 the Garada project (GARADA, 2010), funded by the Australian Space Research
Program (ASRP), was launched at the Australian Centre for Space Engineering Research
(ACSER) located at UNSW. This collaborative project developed the design, the
technologies and the business case for a constellation of low cost and light-weight Synthetic
Aperture Radar (SAR) satellites that can acquire images of the earth at night and in any
weather. Part of this research further developed the UNSW GNSS platform for deployment
on satellites with prolonged exposure to the space environment. Two receivers were
developed: one for GPS L1, and a more sophisticated L1/E1/L5/E5 receiver.

In the following sections we discuss the issues relating to the development of new versions of
GNSS receivers, some that have been designed to operate reliably in space.

1 The changing approach to space electronics

Electronic parts that are capable of withstanding space environments are known as radiation
hardened or “rad-hard” parts. While they can operate very reliably in harsh space
environments they are more expensive and often less advanced than today’s commercially
available components. Radiation tolerant components of this calibre were originally designed
for long range deep space missions where the environment is more challenging and the
mission costs greater. Only the well funded military and aerospace programs have the budgets
to use these parts.

More recently, there has been a move away from using traditional radiation hardened parts
generated by the increasing commercialisation of space. Less emphasis is being placed on
radiation hardening for some Low Earth Orbit (LEO) missions because the environment is
less challenging in this area of space. There is a desire to keep costs down and missions are
less critical, thus commercially available components can be used coupled with design
strategies to allow failure detection and system recovery. As a result it has become more
affordable to build commercial LEO satellites.

2 Risks and strategies

There are a number of risks that need to be considered when designing and building any
electronic equipment intended to operate reliably in space.

2.1 Mechanical construction
As expected, the greatest mechanical vibration and stress is present at the time of launch. The
mechanical design must take this into account in order to survive beyond the launch. The
selection of bonding materials and printed circuit board construction plays an important role
in this.

The modern lead-free component soldering materials require precise and elevated
temperatures during manufacture to make reliable electrical connections. To ensure quality
levels X-ray techniques should be used to confirm connection bonding which drives up cost
of manufacture.
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Multilayer printed circuit boards use small holes known as “vias” that are plated with copper
to create connections between electrical layers. The plating is very thin and often breaks down
under mechanical and thermal stress. The thin plating does very little to conduct heat between
layers. The solution is to fill the via hole with solid copper by either over plating or inserting
copper plug.

2.2 Temperature range
The space environment can present a wide range of temperatures, often passing through cyclic
variations caused by spacecraft rotation and intermittent solar exposure. Under these
conditions continuous thermal stress is applied to components as they pass through the
temperature range leading to joint failures and sometimes mechanical failure.

2.3 High vacuum
Many electronic components typically give off a small amount of vapour known as “out
gassing” long after manufacture as the bonding materials continue to settle down and cure.
This increases in the vacuum of space sometimes leading to added stress and early failure
through circuit breakdown. Careful component selection is essential using only solid state
passive devices such as multi-layer ceramic capacitors and inductors.

A more critical problem is the thermal design in a high vacuum where the absence of an
atmosphere limits the ability of components to dissipate heat in the normal way. In general
this can be solved by using active components rated at three or four times the required
capacity for very little extra cost. However, in most cases careful management of the surface
area and understanding thermal resistance issues will eliminate the risks as found in the tests
on the earlier Namuru V2 receiver at DLR (A. Grillenberger, et al., 2008).

2.4 Radiation exposure
The radioactive environment of space is generally destructive to most commercial
semiconductor devices due to the presence of trapped electrons, trapped protons, solar
protons and cosmic rays as described in (M. Dowd, 2010). These conditions cause random
operational failures in semiconductor devices in three main categories: Total Ionisation Dose
(TID), Single Event Latch-up (SEL) and Single Event Upset (SEU).
TID is caused by energised particle build up over time in semiconductor devices which leads
to total device failure by eliminating their ability to operate as a semiconductor.

SEL is when highly charged particles cause a semiconductor device to be driven out of
specification and to draw excessive continuous current leading to device destruction through
overheating as described in (D. Layton, et al., 2010).

SEU is caused by a highly charged particle disturbing the contents of a data storage element,
such as a memory cell, leaving it with incorrect data.

The effect of each of these conditions is shown in (Table 1).
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Table 1. Space radiation effects.

Fault Digital Analog Recovery Recovery
Type Circuit Circuit Possible Method
TID Failure Failure No None
SEL Failure Failure Yes Power cycle
SEU Data loss Spike Yes Data error correction

Flash memory provides some immunity to data corruption from SEU because the
semiconductor architecture of each memory cell is non-volatile and constructed using larger
geometry capable of dissipating energy more quickly. While not completely immune, this
type of memory is able to withstand greater levels of radiation.

3 The Kea V4 GNSS Space Receiver

The Kea V4 receiver (Figure 1) adopts the approach of using less costly commercially
available components and applying reliability enhancing techniques to reduce the operational
risks when operating in space.

Figure 1. Kea V4.1SB Receiver.
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While not intended for mission critical or safety of life applications, the receiver is suitable
for operation on LEO space missions. It is built on a custom Printed Circuit Board (PCB)
using the major components shown in (Figure 2).
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SERIAL
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Figure 2. Kea V4.1SB GNSS Receiver.

The receiver design uses non “rad-hard” components throughout with some important
features that have been added to improve reliability and provide fault tolerance as follows:

3.1 CPU and FPGA
On the digital side of the receiver the main component is a SmartFusion2 SOC device made
by MicroSemi with an embedded 166MHz ARM Cortex M3 processor (MicroSemi Inc,
2013). This flash based device provides all CPU functions combined with a range of digital
inputs and outputs and separate section of programmable logic. The base-band signal
processing functions are contained in the programmable logic that is internally connected to
the bus of the ARM processor. The advantage of using these flash based SmartFusion2 parts
is that the ARM software and the FPGA logic image is stored in the on-chip flash which
greatly reduces the risk of errors due to SEU problems compared with using Static Random
Access Memory (SRAM) as on previous Namuru receiver generations. Power consumption
is also reduced by not using on-chip SRAM. MicroSemi also offers more costly versions of
pin compatible parts with a full radiation hardened specification. These can be fitted to the
Kea V4 receivers in place of the commercial parts where required as an upgrade.

3.2 Oscillator
The main oscillator for a GNSS receiver needs careful attention, often requiring short term
stability of better than 2.0ppm. As discussed, in space the oscillator will most likely need to
maintain stability over a greater range of temperatures. The Kea V4 receivers are equipped
with a Voltage Controlled Temperature Compensated Oscillator (VCTCXO) allowing the
option to pull the oscillator up to 5ppm either side of the nominal frequency. A software
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algorithm is used to drive the VCTCXO with corrections while monitoring a precise
temperature sensor. As a further option, an Oven Controlled Crystal Oscilator (OCXO) with
the same frequency adjusting capability can be fitted.

3.3 Radio Frequency Front end
A custom Application Specific Integrated Circuit (ASIC) Radio Frequency (RF) down
converter is used on all Kea receivers. This chip has been developed for robustness and the
space environment in mind. It uses 130nm silicon which is not small geometry by today’s
standards and as a result allows greater channel width in the silicon to deliver more robust
SEU mitigation. Low Voltage Differential Signal (LVDS) interface components have been
used to minimise voltage gradients between the RF and digital sections. This significantly
reduces the likelihood of SEL problems in the digital sections because of the low voltages and
low impedances. The differential nature of the digital signals also helps minimise noise
contamination in the RF section from the digital section. Other techniques drawn from the
earlier Namuru V2 receivers have been applied to also control digital noise in the receiver (K.
J. Parkinson, et al., 2006).

3.4 Construction
Traditional tin-lead paste alloy is used on the Kea V4 space receiver because it is well
understood and found to be reliable for component connections, as opposed to some of the
recent lead free products which have not yet been proven for long term reliability (D. R.
Frear, et al., 1994).

The multilayer printed circuit board is constructed with solid copper plating or plugs through
via holes for electrical connection between layers. This gives greater reliability under variable
temperature conditions and improved heat transfer to the inner layers where larger copper
areas can dissipate heat.

3.5 Random Access Memory (RAM)
The ARM processor uses a small amount of on-chip SRAM and 64Mbyte of external, fast,
low power, double data rate Dynamic RAM (DRAM). Both of these areas are vulnerable to
SEU problems. However, the Smartfusion2 SOC has been designed with SEU mitigation in
mind to the extent that most of the on board silicon has been built to withstand SEU attacks
and to recover dynamically. The internal memory and the external DRAM controller contain
silicon features to deliver Single Error Correction with Double Error Detection (SECDED).
Recovery from double error detection and beyond can then be handled in software. With the
processing speed available, and the large SRAM capacity, a software redundancy mechanism
can be employed in the Kea receivers to create double redundancy in multiple RAM locations
to overcome data corruption.

3.6 Power supplies
All power rail voltages are derived from high frequency (1MHz and above) high efficiency
switch mode regulators to minimise heat dissipation and reduce power consumption. In
general each switch mode supply is capable of at least twice the required current to ensure
low thermal dissipation especially while recovering from latch-up conditions. Each supply
also has the ability to switch over to cycle skip mode on light loads to economise on power
consumption.
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3.7 Shielding
The RF front end section is shielded using a metal enclosure. Additional shielding between
circuit sections is provided using careful printed circuit board layout by dividing large copper
plane areas into segments. This ensures less coupling between low and high signal level areas.
Some consideration is being given to the new PolyRAD shielding material being developed
for NASA that is predicted to substantially reduce TID (NASA, 2002).

4 Conclusions

A low cost space capable GNSS receiver development has been described using careful
selection of commercial components. The design exploits the flexibility of more complex
modern components without the need for radiation hardening. Fault tolerance and recovery is
delivered which is suitable for missions that can tolerate a lesser degree of assurance.
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Summary: Ground simulation is essential for assessing the performance of space-borne
Global Navigation Satellite System (GNSS) based positioning algorithms and hardware. SPI-
RENT GNSS simulator is widely used for establishing the simulation environment. This
paper presents a new approach to simulate a space-borne GNSS based positioning scenario
in a SPIRENT simulator using Precise Orbit Determination (POD) data. A methodology is
developed to convert the available POD data to the SPIRENT-compatible format. The POD
data of TANDEM-X satellite was used to define the user satellite motion. The recent GPS
navigation data is used to define the motion of the GPS satellites and hypothetical Galileo
constellation orbits are used to define the motion of the Galileo satellites. This setup is used
to simulate a multi-GNSS based navigation scenario. The simulated code and carrier phase
measurements are recorded and then used in a MATLAB based Kalman Filter routine to
estimate the position of the satellite.

Keywords: GNSS, Kalman Filter, orbit determination, simulation

Introduction

Use of multiple Global Navigation Satellite Systems (GNSS) for real-time on-board nav-
igation of LEO satellites is an intriguing and cost effective technique. Landsat-4 was the
first satellite to carry a space-borne GPS receiver [1] . For precise positioning by post
processing, the use of GPS flight data has been a well accepted technique since then. The
success of TOPEX/Poseidon, GRACE and CHAMP missions has proven the use of the GPS
in LEO missions to be a low cost and simple solution. The possibility of multi-GNSS
receiver applications in space missions is being assessed [2]. Numerous simulations have
to be executed to assess performance of the space-borne GNSS receivers, hardware modules
and the associated algorithms. SPIRENT GNSS simulator is widely used to simulate the
GNSS constellations, signals transmitted by the navigation satellites, signal received by the
user vehicle and the motion of the user vehicle. For characterization and testing of UNSW
Namuru space-borne multi-GNSS receiver, a SPIRENT simulator was used to simulate the
user satellite motion using the inbuilt orbit model and the provided initial conditions [3, 4].
The accuracy of the considered true position of the satellite in the simulation experiment
depends on the accuracy of the inbuilt orbit model of the simulator. In this paper, a new
method is proposed to design a more realistic simulation scenario for space-borne GNSS based
orbit determination. Precise Orbit Determination (POD) data is used in this method to define
the exact motion of the user satellite instead of using the SPIRENT generated user satellite
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motion. These data are highly accurate and provided in Earth Centred Earth Fixed Frame
(ECEF). POD data of several satellites are publicly available. Most of the time the available
data format is not compatible with SPIRENT. A methodology is developed in MATLAB to
convert the available POD data to a SPIRENT-compatible format. Use of POD data enables
a high fidelity Space-borne GNSS based orbit determination simulation using a SPIRENT
GNSS simulator and facilitates efficient evaluation of position estimation algorithms. From
the simulated scenario, the code and carrier phase measurements are recorded and then used
in a MATLAB based Kalman Filter routine to estimate the position of the user satellite.

Simulation Procedure and Assumptions

The SPIRENT GSS8000 GNSS simulator is capable of simulating the GPS, GLONASS
and Galileo signals. This simulator takes the vehicle motion as input, generates the GNSS
satellites’ positions from the ephemeris and simulates the signals to be received by the
user GNSS-receiver from the Visible satellites. The simulator can generate tropospheric and
ionospheric errors in the measurements and also can incorporate receiver clock bias, if the
actual receiver is not available in the simulation. Fig. 1 shows the basic operation of the
SPIRENT simulator. For the LEO satellite position estimation simulation without any GNSS

Fig. 1: SPIRENT simulator operation

receiver in the process, a reference orbit of the user satellite was defined in the SPIRENT
GNSS simulator. Based on the reference orbit, the simulator generates GNSS signals and
measurements. These simulated measurements were recorded and used in the MATLAB
environment to estimate the position of the user satellite.

Use of Reference Orbit in SPIRENT

The SPIRENT GNSS simulator has a provision for defining the Keplerian orbit parameters
to describe the orbit under consideration. These parameters are used in a pre-defined orbit
model to obtain the reference position of the satellite. Another way of providing the reference
orbit to the simulation scenario is directly defining the position of the satellite in the Cartesian
coordinate system with respect to time. If the precise position of the satellite is known, then
the second approach is more accurate than generating the reference orbit in the simulation.
GFZ Potsdam provides the POD solution for TanDEM-X satellite in the Earth Centred Earth
Fixed (ECEF) frame which is accurate to sub-decimetre level. These data are available in
Consolidated Product Format (CPF). The position data are collected and converted into a series
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of user motion commands (UMT format) which are recognised by the SPIRENT simulator.
The POD solution provides the position of the satellite every 120s. The SPIRENT simulator

Fig. 2: Using POD data in SPIRENT

interpolates the position of the satellite during this time interval. In fig. 2 the sequential process
of providing reference orbit to SPIRENT is shown. This method was utilized to provide the
best possible reference orbit to the simulation scenario. This reference orbit was considered
as the truth and used to calculate the estimation error in the simulations. The starting epoch
was selected arbitrarily as 17th December 2013.

GNSS measurement simulation

For the GNSS signal and measurement simulations, all the 32 satellites of the GPS are
considered and the full constellation of Galileo is assumed. The SPIRENT GNSS simulator
provides both pseudo-range and carrier-range data directly, when a GNSS receiver is not con-
nected to the simulator. The receiver clock bias is simulated in the scenario. The carrier-range
does not contain the integer ambiguity but, the ionospheric delay is considered and simulated
in the scenario, using the default SPIRENT ionospheric delay model. The measurements are
generated at 1Hz rate.

Model for state propagation

In Extended Kalman Filter based estimation technique the estimable state vector is propa-
gated to calculate apriori state. In the present simulation experiment a simple orbit model is
used for propagation. Following the conventional approach, the state vector associated with
the satellite motion is selected as:

Xsat =

[
r
v

]
=

[
x y z vx vy vz

]T (1)

where r = [x y z]T is the position vector of the satellite in the Earth Centred Inertial
(ECI) frame and v = [vx vy vz]

T is the velocity vector of the satellite in the ECI frame.
The dynamical equation of the state vector includes the acceleration of the satellite. As the
scenario is a LEO mission, the effect of the Sun and the Moon on the acceleration are
neglected. Considering J2, J3 and J4 zonal harmonics, the acceleration of the satellite due to
the Earth’s gravity field in ECI frame is expressed as [5] :

r̈ =




−µex
r3

(1 + J2C1x + J3C2x + J4C3x)
−µey

r3
(1 + J2C1y + J3C2y + J4C3y)

−µez
r3

(1 + J2C1z + J3C2z +
mue

r2
J3C3z + J4C4z)


 (2)
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and r =
√
x2 + y2 + z2, Re and µe are the mean radius of the Earth and the gravitational

parameter of the Earth respectively. The differential equation for the state vector can be
represented as:

Ẋsat =

[
ṙ
v̇

]
+Wsat(t) =

[
v
r̈

]
+Wsat(t) (3)

Here the Wsat vector is the process noise vector which represents the unmodeled dynamics of
the motion. Apart from the states associated with the satellite motion, the GNSS receiver clock
bias and the bias rate are also considered as estimable states. The Namuru V3.3 receiver uses a
single clock for both the GPS and Galileo constellations. For this reason, two states associated
with the receiver clock bias are included. A receiver clock bias model can be represented as
a first order Markov process. The receiver clock bias dynamics can be represented as [6] :

Ẋclk =

[
0 1
0 − 1

ν

]
Xclk +

[
wu

wru

]
(4)

where, Xclk = [δtu δtru]
T , ν is the clock model correlation time, Wclk = [wu wru]

T is
random noise. δtu is the receiver clock bias and δtru is the receiver clock bias rate. The
complete state vector and the process noise for the estimation are:

X =

[
Xsat

Xclk

]
W =

[
Wsat

Wclk

]
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Measurement model

Pseudo-range and carrier range measurements of the GNSS is modelled as [7, 8] :

ρi(t) = ri(t) + c[δtu(t)− δti(t− τ)] + I(t) + ερ(t) (5)

Φi(t) = ri(t) + c[δtu(t)− δti(t− τ)] + I(t) + λN + εΦ(t) (6)

where

i is GNSS satellite index
ρi is pseudo-range from the LEO satellite

to the navigation satellite i
Φi is carrier-range from the LEO satellite

to the navigation satellite i
ri is geometric distance from LEO satellite

to the navigation satellite i
δt is receiver clock bias
δti is clock bias of the navigation satellite
τ is signal transmission time
c is velocity of light

I(t) is ionospheric error
λ is the wavelength of the carrier signal
N is intiger ambiguity

ερ(t) is random noise in pseudo-range measurement
εΦ(t) is random noise in carrier-range measurement

Fig. 3: Measurement errors

In fig. 3 the GNSS signal path and the associated errors are shown. The clock biases
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and ionospheric error introduces bias in the estimation of position. Navigation satellite clock
biases are broadcast to the user receiver and the receiver clock bias is estimated. Using the
GRAPHIC technique [9] the ionospheric error can be eliminated, when the integer ambiguity
is resolved. This method is utilized in the simulation experiments without any receiver, because
the simulated carrier phase measurements in these cases do not contain the integer ambiguity.

Estimation

A conventional Extended Kalman Filter (EKF) algorithm [10] is used to estimate the
state vector. The filter tuning parameters are the process noise covariance matrix Q, the
measurement noise covariance matrix R and the initial value of the state covariance matrix
P. For the initialization of the Extended Kalman Filter an initial guess of the state vector is
required. The least squares method is utilized to make an initial guess of the state vector. The
P matrix is initialized using the uncertainties calculated from least square estimation. Q and
R are selected as E[WWT] and E[VVT]. V is the measurement noise vector which contains
all the measurement noises associated with the measurements at a particular time. Both the
process noise and the measurement noise are considered as auto-correlated and not cross-
correlated [11]. This assumption results in diagonal Q and R matrices. For utilizing both the
GPS and Galileo measurements a single Extended Kalman Filter is used. All the measurements
from the GPS and Galileo at the same time are considered in a single measurement vector
and subsequently processed through the EKF. In fig. 4 the estimation process is shown in a
blok diagram.

Fig. 4: Block diagram of the estimation process

Simulation result and discussion

Using the described method, a Lower Earth Orbit satellite mission is simulated. The POD
data of TanDEM-X satellite was obtained from GFZ Potsdam and used as the reference orbit



Proceedings from 14th Australian Space Research Conference, 2014      Page 207

in simulation. Both the GPS and Galileo constellations were simulated and the measurements
were used in an Extended Kalman Filter based algorithm to determine the satellite position.
Figure 5 shows the position estimation error in each axis of the ECI frame. The root mean

Fig. 5: Position estimation error using GPS and Galileo measurements

square error is 3.19 cm and the measurement rate is 1 Hz. It is observed that, the simulations
using only SPIRENT measurements result in satellite position estimation error within the
centimetre level. These simulations use the precise position of the TanDEM-X as a refer-
ence orbit to generate the GPS as well as Galileo signals. The receiver clock bias and the
ionospheric delay were simulated and random noises were incorporated in the measurements
artificially. In the EKF a simplified orbit and clock model were used. The receiver clock bias
was constant and both the pseudo-range and the carrier-range measurements were used for the
estimation. The constant clock bias resulted in very accurate receiver clock bias estimation
using a simplified receiver clock model. Using both code and carrier phase measurements the
ionospheric error was eliminated. Also the positions of the GNSS satellites were known
accurately. These assumptions resulted in centimetre level accuracy in the LEO satellite
position estimation using the EKF.

Conclusion

A method is developed to simulate a GNSS based LEO satellite orbit determination scenario
using the best possible reference orbit as the input to the SPIRENT GSS 8000 simulator. This
procedure is useful for evaluating the performance of a position estimation algorithm in a
LEO mission scenario. The presented procedure makes the GNSS based orbit determination
simulation highly modular because the EKF based estimation algorithm is easily replaceable
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with other estimation technique, which enables the performance comparison of different
estimation algorithms and the performance of different receivers with different estimation
algorithms can also be demonstrated by connecting the GNSS receivers with the SPIRENT
simulator.
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Summary:  The UNSW QB50 project satellite “UNSW EC0”, is being designed and 
constructed at the Australian Centre for Space Engineering Research (ACSER). This paper 
describes the design and simulation of the attitude estimation method. The attitude estimation 
uses an Extended Kalman Filter to blend the multiple vectored measurements from the Sun, 
the Earth horizon, the Earth's magnetic field and angular velocity data from Gyroscopes. The 
sensor configuration consists of a three-axis magnetometer, three-axis MEMS gyroscope and 
Cubesense, which is a combination of a Sun Sensor and an Earth sensor. The results from the 
simulation show that the developed Extended Kalman Filter (EKF) can achieve the expected 
performance with demonstrated utility in fusing the various sensors at various update rates.  
 
Keywords:  Attitude estimation, Extended Kalman filtering, CubeSats, Magnetometer, 
Gyroscope, CubeSense 
 
 

Introduction 
 
The University of New South Wales (UNSW) established itself as a leading centre for 
satellite system engineering research and education in Australia following receipt of a major 
grant under the Australian Space Research Program (ASRP). One of the major projects under 
ACSER is the Warrawal project, a Comprehensive Tertiary Education Program in Satellite 
Systems Engineering. As part of the space engineering related research and education 
program, UNSW proposed and was awarded the design and construction of one of the QB50 
constellation satellites. UNSW’s QB50 2U CubeSat is called UNSW QB50 Educational 
CubeSat 0 (UNSW EC0).  
 
UNSW EC0 will be part of a larger constellation of satellites launched through the QB50 
project run by the Von Karman Institute (VKI). The primary goal of the QB50 mission is to 
carry out a series of atmospheric sounding experiments in the thermosphere. To this end, all 
participating CubeSats will carry a VKI payload in addition to the host institute payloads. The 
network of 50 CubeSats will be launched into a 98 degree inclined circular orbit at an altitude 
of 350-380 km in a string-of-peals configuration [1]. The constellation of CubeSats are made 
up of a mix of 2U and 3U CubeSats, with the majority carrying a set of standardised sensors 
for multi-point, in-situ, long-duration measurements of key parameters and constituents in the 
largely unexplored lower thermosphere and ionosphere.  
 

Satellite Configuration 
 
The UNSW EC0 is a 2U CubeSat, with physical dimensions of approximately 101mm 
×101mm× 227mm and a maximum allowed weight of 2 kg.  
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The ADCS has two components consisting of the attitude control (ACS) system and the 
attitude determination system (ADS). The work regarding the ACS component design and 
simulation was presented in Reference [2]. This paper will show the design of the attitude 
determination system through on-board measurement. ADCS is one of housekeeping 
subsystems for a satellite bus. The task for ADS component is to determine the satellite’s 
orientation relatively to the Earth, Sun or other object. Once the orientation is determined, the 
ACS could control the attitude actuators to point the satellite as desired. 
 
A satellite is often composed of many subsystems, including experiment payloads that impose 
requirements on attitude determination and control. The design requirements imposed by the 
payloads necessitate precise 3-axis attitude determination of the spacecraft when it is in orbit. 
In our case, it is important to know the orientation of EC0 relatively to the Earth so it can 
receive the GPS signals. For large satellites, subsystems are redundant for reliability purposes. 
However, for size and weight constraint reasons, there is no redundant design for ADCS in 
most CubeSats. Miniaturization is a key approach in order to meet the mass and volume 
budget. The body size of the CubeSat is 10.1cm×10.1cm×22.7cm and the mass is around 
1.92kg.  
 

Basics in ADS 
 
This section describes the brief definitions of the different reference frames used throughout 
the paper. An assumption in this paper is that the satellite can be treated as a rigid body with a 
constant inertia matrix and a non-moving centre-of-mass.  
 
Earth Centred Inertial (ECI) Frame: An inertial frame used for navigation. The origin of 
the frame is located at the centre of the earth with the z-axis pointing towards the North Pole. 
The x-axis points towards vernal equinox, which is the point where the plane of the Earth’s 
orbit about the Sun crosses the Equator going from south to north, and the y-axis completes 
the right hand Cartesian coordinate system.  
 
Orbit Reference Frame: Orbit frame is a kind of Vehicle Velocity Local Horizontal (VVLH) 
coordinate frame. The origin of the orbit frame lies with the satellite centre of mass and it has 
the x-axis pointing along the positive velocity vector direction tangentially to the orbit, the z-
axis pointing toward the centre of the Earth, and the y-axis completes the right-handed 
Cartesian coordinate system. The satellite attitude is described by roll, pitch and yaw, which is 
the rotation around the x-, y-, z- axis respectively.  
 
Body Reference Frame: The body frame is fixed to the geometry of the satellite and moves 
and rotates with the satellite. Its origin lies with the centre of satellite mass, the x-axis points 
in the forward direction, the z-axis points down side, and the y-axis completes the right-
handed orthogonal system.  
 
Euler Angles: Roll, pitch and yaw. Euler angles shown in Fig. 1 are used to represent 
attitude. There are twelve possible sets of Euler angles. The first, second and third rotation is 
about the XYZ− axis of the body frame, respectively. Roll is the angle about the 𝑋𝑋𝑋𝑋 − axis. 
Pitch is the angle about  Yb− axis. Yaw is the angle about the  Zb− axis. Euler angle errors 
are used to evaluate the attitude determination performance. 
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Fig. 1. Euler angles: Roll, pitch and yaw 

 
Attitude quaternion: As an alternative to the Euler angle representation, a quaternion is a 
four element-vector commonly used to represent attitude. Note that both quaternions and 
Euler angles are representatives of attitude rotations and conversions between the two can be 
performed. The attitude quaternion is used to present the satellite kinematics in Kalman filter, 
which will be discussed later in this paper. 
 

ADS Components 
 
ADS cannot be dependent on only one sensor to provide acceptable accuracy; therefore it 
needs several different types of sensors and applies a Kalman Filter for the data fusion.  
 
In this mission, the attitude sensors include fine sun sensing and earth horizon sensing via the 
CubeSense board, rotation rates from a Tri-axial Gyroscope, Tri-axial Earth magnetic field 
vector sensing via an externally mounted 3-axis magnetometer, as well as coarse sun sensing 
via the solar panels. The considerations during selection are:  

1) The key selection criteria would be power, size and cost.  
2) These selected sensors are not high-end sensors as the CubeSat uses only 
magnetorquers to provide a low-cost and low accuracy control, with the pointing 
requirement being limited to within±2°. 
3) Having four different types of sensors is to ensure continuous solutions and allows 
for sensor failure. 
4) The coarse sun sensors integrated into solar cells are used only to indicate the Sun 
as they are too inaccurate.  

 
In addition, a GPS receiver will also be incorporated, as part of the orbit determination system 
(ODS). The GPS receiver embedded software contains a Kalman Filter and can continuously 
provide the position, velocity and time information for the ADS.  
 
All the sensors, except the gyroscopes, are vector-based and require the corresponding 
reference vector to determine the attitude. The sensor types selected are mostly inertially 
referenced, except the magnetometer where the referenced magnetic field is in the 
ECEF(Earth Centred Earth Fixed) frame. Table 1 list the measurements and the required 
reference values of each attitude sensor. Where  indicated the measured values, and the 
superscripts indicate the reference frame with respect to.  
 

Table 1 Attitude sensor 
Number Device Measurements Reference 
1 Sun sensor 𝐒𝐒𝑩𝑩 𝑺𝑺𝒓𝒓𝒓𝒓𝒓𝒓𝑰𝑰  
2 Earth sensor/Nadir 

sensor 
𝐄𝐄𝐁𝐁 𝑬𝑬𝒓𝒓𝒓𝒓𝒓𝒓𝑰𝑰  

Roll

Pitch

Yaw
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3 Magnetometer 𝑩𝑩! 𝑩𝑩! 
4 MEMS Angular rate 

Gyroscope 
𝛚𝛚!"
!   

 
 
1. CubeSense 
 
An integrated sun and nadir sensor, a CubeSense module from Innovus [3], will be used as 
primary attitude sensor. Two 640×480 pixel CMOS cameras are dedicated to sun sensing 
and Earth horizon detection, respectively. Both cameras have wide field-of-view optics 
(180°) based on a fisheye lens for increased operating range. The primary outputs of the 
sensor are the measured sun vector and nadir vector in the sensor’s coordinate frame. The 
measured vectors are output as azimuth/elevation angles relative to the camera bore-sight. 
Mapping the azimuth and elevation from spherical to three-dimensional Cartesian 
coordinates, the measured vector can be expressed with the two angles. For instance, the 
measured sun vector in body  reference  frame S!can be found as 
 

 𝐒𝐒𝑩𝑩 =
cos  (𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸) ∙ cos  (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴ℎ)
cos  (𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸) ∙ sin  (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴ℎ)

sin  (𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸)
 (1) 

 
Similarly, the measured Earth vector E! can be calculated with the elevation and azimuth. 
 
The Sun and Earth reference vector S!"#!  and E!"#!  in Table 1 are computed in the on-board 
computer as the CubeSense hardware does not contain reference vector generator. For the Sun 
reference vector, the on-board computer will install the astronomical Almanac model, which 
contains ephemeris data for the Sun and also provides formulas for computing the Sun’s 
position. The following formulas outline the method provides by the Astronomical 
Almanac[4]. 
 

 

n = JD − 2454545.0
L = 280.460° + 0.9856474°n
g = 357.528° + 0.9856003°n

λ = L + 1.915° sin g + 0.020° sin 2g
β = 0°

ϵ = 23.439° − 0.0000004°n

𝑺𝑺!"#! =
X!!

Y!!

Z!!
=

cos  (λ)
cos  (ϵ)sin  (λ)
sin  (ϵ)sin  (λ)

 (2) 

 
where n is the number of days since J2000; JD is the Julian Date; L is the mean longitude of 
the Sun L, g is the mean anomaly; L and g are used to find the ecliptic longitude λ; the ecliptic 
latitude is zero; ϵ is the obliquity of the ecliptic. Finally, the direction in the Sun S!"#!  can be 
calculated in ECI. JD can be transformed from GPS time or UTC time. 
 
For the Earth reference vector E!"#!  is calculated from the positioning subsystem using 
Equations(3).  
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𝒓𝒓! = 𝑹𝑹!! 𝒓𝒓!

𝑹𝑹!! = 𝑹𝑹!!
! =

cos  (𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺) −sin  (𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺) 0
sin  (𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺) cos  (𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺) 0

0 0 1
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 = 𝜔𝜔!"𝑡𝑡

𝑬𝑬!"#! = −
𝒓𝒓!

𝒓𝒓!

 (3) 

 
Where, r! is the position of the satellite in the ECEF frame the GPS receiver gives; the r!is 
transformed to r! with the Greenwich Apparent Sideral Time(GAST); ω!" is the Earth 
rotation; and t is the time since the ECEF and ECI frames were aligned. GAST can be 
transformed from JD. 
 
2. Tri-axial MEMS Gyroscope/IRU 
 
The Tri-axial gyroscope suite, also called the Inertial Reference Unit (IRU), measures the 
angular rate of the satellite in three axes  ω!"

! . The gyroscope is modelled as 
 

 
  𝝎𝝎𝒓𝒓𝒓𝒓 = 𝝎𝝎𝑰𝑰𝑰𝑰

𝑩𝑩 + 𝒃𝒃 + 𝜼𝜼𝒗𝒗
𝒃𝒃 = 𝜼𝜼𝒖𝒖

 (4) 

 
Where 𝝎𝝎𝑰𝑰𝑰𝑰

𝑩𝑩  is the realistic measurement of the gyroscope, b is the bias, η!  is the ARW 
(Angular Random Walk) unit°/ s, and η! is the RRW (Rate Random Walk) unit°/ s. This is 
a simplified model as the gyro scale factor errors and misalignment errors are neglected. The 
noise has to be as small as possible because it is mitigated with filtering. However the noise of 
MEMS gyroscopes is relatively large, therefore the gyroscope selection should be well 
considered. The final actual hardware selection for the IRU hasn’t decided yet.  
 
3. Tri-axial magnetometer 
 
A magnetometer senses magnetic field strength and, when used in a three-axis triad, magnetic 
field direction. The model of the magnetometer is  
 
 𝑩𝑩! = 𝑩𝑩! + 𝜺𝜺 (5) 

 
Where 𝑩𝑩𝑩𝑩 is the realistic measurement; 𝜀𝜀 is the noise.  
 
As a spacecraft navigational aid, sensed field strength and direction is compared to a map of 
the Earth's magnetic field 𝑩𝑩𝑬𝑬 stored in the memory of an on-board or ground-based guidance 
computer. If satellite position is known then attitude can be inferred. Due to the very limited 
storage of the on-board computer, storing large amount data for expected magnetic field 
values is not feasible. Instead, using the satellite position provided by the orbit model, the 
reference magnetic field value is estimated by using the international Geomagnetic Reference 
Field (IGRF) 2011. This model is an approximation near and above the Earth’s surface, 
working with an orbit estimator [5]. In order to reduce the computing load, this model can be 
implemented with lower order such as 8. 𝑩𝑩𝑬𝑬  can be presented in Inertial frame within 
Equation (6) 
 𝑩𝑩𝑰𝑰 = 𝑹𝑹!! 𝑩𝑩𝑬𝑬 (6) 
 

Algorithm Design 
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Specifically the Discrete EKF will form the bases of the EKF developed as all the sensors are 
modelled as discrete. Fig. 2 presents the design of the ADS to process the multiple and 
various data rate data in an efficient way.  
 

 
 

Fig. 2:  The block diagram of ADS 
 
All the above mentioned sensors except gyroscopes will general vector measures. Generally 
there are two ways to handle the vector measurements: 1) use the TRIAD or QUEST 
algorithm to calculate the original attitude information in quaternion format from two vectors, 
and then use the quaternion to blend in the EKF[6]; 2) put the available vector measurements 
to EKF directly. The first method requires at least two vector measurements are available at 
the same time. To avoid this constraint and for the efficiency, the second method is chosen in 
this paper. Different types of sensor have different update rates and the availability of some 
measures is not guaranteed. This may result the different combinations, and then cause the 
formulation of the observation matrix 𝐻𝐻! and the calculation of the residual 𝜀𝜀 for each of the 
sensor types. The solution is to use the superposition of the measures from Reference [7]. The 
detailed EKF design is presented below. 
 
1. Attitude kinematical model 
 
The state vectors of the EKF are composed of four quaternion elements and three gyro bias 
elements, expressed in  
 𝑿𝑿 = 𝜖𝜖! 𝜖𝜖! 𝜖𝜖!          𝜂𝜂 𝛽𝛽!        𝛽𝛽! 𝛽𝛽!  (7) 
The first four elements are the unit quaternion, written as  
 
 𝒒𝒒 = 𝛜𝛜 η ! = [𝜀𝜀! 𝜀𝜀!        𝜀𝜀! 𝜂𝜂]! (8) 
 
Where 𝒒𝒒 is normalized 𝒒𝒒𝑻𝑻𝒒𝒒 =   𝜂𝜂𝟐𝟐 + 𝝐𝝐𝑻𝑻𝝐𝝐 = 𝟏𝟏.   η and ε = 𝜀𝜀! 𝜀𝜀! 𝜀𝜀! !  are the real part and the 
three imaginary parts, respectively. According to the gyroscope modelling presented in 
Equation (4), the bias vector 𝒃𝒃 = 𝛽𝛽! 𝛽𝛽! 𝛽𝛽! 𝑻𝑻 is estimated as part of the states. To implement 
the EKF, the differential value 𝛿𝛿𝒒𝒒  can be driven from calculating multiplicative error 
quaternion.  
 
 𝛿𝛿𝒒𝒒 = 𝒒𝒒⨂𝒒𝒒!! (9) 

 𝜹𝜹𝜹𝜹 = 𝛿𝛿𝝐𝝐 𝛿𝛿𝜂𝜂 ! (10) 
 
Then a well-known quaternion kinematics can be expressed as 
 

 𝐪𝐪 =
𝟏𝟏
𝟐𝟐
  𝛀𝛀(𝝎𝝎)𝐪𝐪 (11) 

EKF

Baseline

Gyros

Magnetometer

Kinematics

Sun	  Sensor

Earth	  Sensor
CubeSense

Reference	  
modes

Time
Position

Estimated
Attitude	  Info.
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Where  

 𝛀𝛀 𝝎𝝎 =

0 +𝜔𝜔!
−𝜔𝜔! 0           

−𝜔𝜔! +𝜔𝜔!
+𝜔𝜔! +𝜔𝜔!

+𝜔𝜔! −𝜔𝜔!
−𝜔𝜔! −𝜔𝜔!          

0 +𝜔𝜔!
−𝜔𝜔! 0

= − 𝝎𝝎× 𝝎𝝎
−𝝎𝝎𝑻𝑻 0

 (12) 

𝝎𝝎×  is the skew-symmetric matrix, indicting the cross product of 𝝎𝝎. Equation (11) needs to 
be transformed in discrete format in the EKF as all the sensors are modelled as discrete. The 
quaternion propagation can be written as 
 
 𝐪𝐪!!!! = 𝛀𝛀(𝛚𝛚!

!)𝐪𝐪!! (13) 
The 𝛀𝛀(𝛚𝛚!

!) is expressed in  
 

 𝛀𝛀 𝛚𝛚𝐤𝐤
! =

𝐼𝐼!×! cos
1
2
ω!
! ∆𝑡𝑡 − Ψ!!× Ψ!!

− Ψ!!
! cos

1
2
ω!
! ∆𝑡𝑡

 (14) 

 Ψ!! =
sin 1

2 ω!
! ∆𝑡𝑡 ω!

!

ω!
!  (15) 

Ω ω!
!  is a 4×4 matrix, and Ψ!! is a 3×1 matrix. ∆t is the discrete sample time. ω!

! is the post-
update estimate of 𝜔𝜔, and q!! is the post-update estimate of 𝒒𝒒. Equation (11) or its discrete 
form Equation (13) relates the gyroscopes angular velocity outputs and the current quaternion 
to produce the derivative of the quaternion as the quaternion propagation. I.e. the gyroscopes 
provide attitude information in a near continuous fashion.  
 
The propagation for the last three state elements, which are three gyroscopes bias values in 
Equation (7), is defined as 

 
ω!
! = ω! − 𝛽𝛽!!

𝛽𝛽!! = 𝛽𝛽!!
 (16) 

 
In the EKF, the predicted covariance estimate matrix P!!!!  is written as 
 

𝑃𝑃!!!! = Φ!𝑃𝑃!!Φ!
! + 𝐺𝐺!𝑄𝑄!𝐺𝐺!! 

Where 
 

𝚽𝚽! =
𝚽𝚽!! 𝚽𝚽!"
𝟎𝟎𝟑𝟑×𝟑𝟑 𝑰𝑰𝟑𝟑×𝟑𝟑

 

𝚽𝚽!! = 𝑰𝑰𝟑𝟑×𝟑𝟑 − 𝛚𝛚!
!×

sin ω!
! ∆𝑡𝑡

ω!
! + 𝛚𝛚!

!× 𝟐𝟐 1 − 𝑐𝑐𝑐𝑐𝑐𝑐 ω!
! ∆𝑡𝑡

ω!
! !  

𝚽𝚽!" = 𝛚𝛚!
!×

1 − cos 𝛚𝛚!
! ∆𝑡𝑡

𝛚𝛚!
! ! − 𝑰𝑰𝟑𝟑×𝟑𝟑∆𝑡𝑡 − 𝛚𝛚!

!× 𝟐𝟐 𝛚𝛚!
! ∆𝑡𝑡 − sin  ( 𝛚𝛚!

! ∆𝑡𝑡)

𝛚𝛚!
! !  

𝐺𝐺! =
−𝑰𝑰𝟑𝟑×𝟑𝟑 𝟎𝟎𝟑𝟑×𝟑𝟑
𝟎𝟎𝟑𝟑×𝟑𝟑 𝑰𝑰𝟑𝟑×𝟑𝟑

 

𝑄𝑄! =
(𝜎𝜎!!∆𝑡𝑡 +

1
3
𝜎𝜎!!∆𝑡𝑡!)𝑰𝑰𝟑𝟑×𝟑𝟑 −(

1
2
𝜎𝜎!!∆𝑡𝑡!)𝑰𝑰𝟑𝟑×𝟑𝟑

−(
1
2 𝜎𝜎!

!∆𝑡𝑡!)𝑰𝑰𝟑𝟑×𝟑𝟑 (𝜎𝜎!!∆𝑡𝑡)𝑰𝑰𝟑𝟑×𝟑𝟑
 

 
Where σ!! and σ!!  are the variances of the gyroscope noises. Note that P!!!!  is a 6×6 matrix, as 
the estimated error state ∆X!! is a [6×1] vector rather than a [7×1] state vector defined in 
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Equation (7). In the update phase, the states to be updated is ∆X!! = ∆α!! ∆β!!
!

. Using the 
small angle approximation 𝛿𝛿𝛿𝛿 ≈ 𝛿𝛿𝛿𝛿 2 and 𝜂𝜂 ≈ 1, the four state quaternion δq defined in 
Equation (10) has been replaced by the three state Euler error angle vector. 
 
2. Measurement update 
 
Due to ARW and RRW, the gyroscope propagation results will diverge without the 
measurement update. The observation matrix for the Sun sensor, Earth sensor and magnetic 
field sensor are 𝑯𝑯𝑺𝑺, 𝑯𝑯𝑬𝑬   and 𝑯𝑯𝑴𝑴, respectively. They are expressed in Equation (17) to (19)  
 
 𝑯𝑯!

! 𝑋𝑋!! = 𝐴𝐴(𝒒𝒒!!)𝑺𝑺𝒓𝒓𝒓𝒓𝒓𝒓𝑰𝑰 × 𝟎𝟎!×!  (17) 

 

 𝑯𝑯!
! 𝑋𝑋!! = 𝐴𝐴(𝒒𝒒𝒌𝒌!)𝑬𝑬𝒓𝒓𝒓𝒓𝒓𝒓𝑰𝑰 × 𝟎𝟎!×!  (18) 

 

 𝑯𝑯𝒌𝒌
𝑴𝑴 𝑋𝑋𝑘𝑘

−
= [𝐴𝐴(𝒒𝒒𝒌𝒌

−)𝑩𝑩𝒓𝒓𝒓𝒓𝒓𝒓𝑰𝑰 ×] 𝟎𝟎3×3  (19) 

 
The standard EKF form for the error state vector update is 
 
 ∆𝑿𝑿𝒌𝒌! = 𝑲𝑲𝒌𝒌𝒓𝒓𝒓𝒓𝒓𝒓𝒌𝒌 (20) 

 
𝒓𝒓𝒓𝒓𝒓𝒓𝒌𝒌 is the measurement residual. The residual of the Sun, Earth and Magnetometer are 
expressed in Equation (21). 
 

 
𝒓𝒓𝒓𝒓𝒓𝒓! = 𝑺𝑺𝑩𝑩 − 𝑨𝑨(𝒒𝒒𝒌𝒌!)𝑺𝑺𝒓𝒓𝒓𝒓𝒓𝒓𝑰𝑰

𝒓𝒓𝒓𝒓𝒓𝒓! = 𝑬𝑬𝑩𝑩 − 𝑨𝑨(𝒒𝒒𝒌𝒌!)𝑬𝑬𝒓𝒓𝒓𝒓𝒓𝒓𝑰𝑰

𝒓𝒓𝒓𝒓𝒓𝒓! = 𝑩𝑩! − 𝑨𝑨 𝒒𝒒𝒌𝒌! 𝑩𝑩𝒓𝒓𝒓𝒓𝒓𝒓𝑰𝑰
 (21) 

where 
 
	   𝑨𝑨 𝒒𝒒𝒌𝒌! = 𝜂𝜂! − 𝝐𝝐 𝟐𝟐 𝑰𝑰𝟑𝟑×𝟑𝟑 + 2𝒒𝒒𝒌𝒌!𝒒𝒒𝒌𝒌!

𝑻𝑻 − 2𝜂𝜂 𝜖𝜖× 	   (22)	  
 
The quaternion update and the bias update equations are expressed in Equations (23) to (25). 
 

 𝒒𝒒!! = 𝒒𝒒!! +
1
2
Ξ(𝒒𝒒!!)𝛿𝛿𝜶𝜶!! (23) 

 𝜷𝜷!! = 𝜷𝜷!! + ∆𝜷𝜷!! (24) 
 

 𝚵𝚵 𝒒𝒒 ≜ 𝜂𝜂𝑰𝑰𝟑𝟑×𝟑𝟑 + 𝝐𝝐×
−𝝐𝝐!

=

𝜂𝜂 −𝜖𝜖! 𝜖𝜖!
𝜖𝜖! 𝜂𝜂 −𝜖𝜖!
−𝜖𝜖! 𝜖𝜖! 𝜂𝜂
−𝜖𝜖! −𝜖𝜖! −𝜖𝜖!

 (25) 

 
The error covariance matrix update and the gain calculation equations are 
 
 𝑷𝑷𝒌𝒌! = 𝑰𝑰𝟔𝟔×𝟔𝟔 − 𝑲𝑲!𝑯𝑯𝒌𝒌(𝑿𝑿𝒌𝒌!) 𝑷𝑷𝒌𝒌! (26) 
Where the gain matrix 𝑲𝑲! is written as  
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 𝑲𝑲! = 𝑷𝑷!!𝑯𝑯!
𝑻𝑻 𝑿𝑿𝒌𝒌! [𝑯𝑯𝒌𝒌 𝑿𝑿𝒌𝒌! 𝑷𝑷𝒌𝒌!𝑯𝑯!

𝑻𝑻 𝑿𝑿𝒌𝒌! + 𝑹𝑹𝒌𝒌]!𝟏𝟏 (27) 
 
The detailed steps of the discrete Extended Kalman Filter are implemented accruing to 
Reference [8]. 
 

Simulation Environment  
 
In this section, the attitude determination algorithm has been implemented in Malab and STK 
(System Tool Kit). The Kalman filter algorithm is coded in Matlab and the positions of 
CubeSat, Sun and Earth and timing in various frames are generated from STK.  
 
The simulation parameters are summarized in Table. 2. Simulation is carried out for a 
duration of three orbits. EKF estimations are done at 1Hz. This interval ensures all the sensor 
data are reliably available all the time. The sampling frequency of Gyro output is set to 10 Hz, 
thus estimations are done every 10 times Gyro integration. The orbit used in the simulation is 
a Circular Polar Low Earth Orbit (LEO) with an inclination of approximately 98° and an orbit 
height of approximately 350 km. This orbit is considered typical for QB50. 
 

Table. 2  Simulation Parameters 
 

Orbit altitude 350 km EKF filtering rate 1Hz 
Gyroscope sampling rate  10 Hz Gyro initial bias ±3° 

Gyro ARW 0.029°/𝑠𝑠 Gyro RRW 0.0002°/𝑠𝑠 

Orbit period 5492.4s Simulation carried out 
duration 3 orbits 16477s 

 
The initial state is set as X!! = q! 0!×! ! = 0!×! 1 0!×! !, and the initial error covariance is 
set as 𝑷𝑷! = ∆𝑡𝑡( 𝜎𝜎! ! + 𝜎𝜎! ! + 𝜎𝜎! !)(𝜎𝜎!! + 2𝜎𝜎!𝜎𝜎!)

! . Where 𝜎𝜎!! and 𝜎𝜎!! are the variance associated 
with 𝜂𝜂! and 𝜂𝜂! respectively in Gyroscope modelling Equation(4). The measurement noise 𝑅𝑅 
matrix in Equation (27) is calculated as.  
 

𝑹𝑹! = 𝜎𝜎!𝑰𝑰!∗! 
 
The value of noise variance of Sun, Earth and magnetometer used are chosen based on 
datasheets since no real measurements have been obtained from the hardware. The values are 
listed below. Noted the accuracy of sun varies with the incident angle range. 
 

𝜎𝜎! =
0.3° ±40°
0.5° ±60°
1° ±90°

 

𝜎𝜎! = 0.5° 
𝜎𝜎! = 1.25×10!!  𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 

 
Back to the inherent problem: The different types of sensors produce solutions at different 
rates. For instance, the sun sensor is not available in eclipse as it uses the Sun as a reference 
vector even when the Sun sensor is switched on. To solve this problem, a signal matrix is 
designed to control the formulation of the observation matrix 𝑯𝑯! and the calculation of the 
residual 𝜺𝜺 for each of the sensor types. Use 1 or 0 to indicate the sensor is switched on or off, 
the number of combination of the three sensors is eight theoretically. Fig. 4 lists the 
observation matrix and measurement residual formulations.  
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Table 3 The formulation of the observation matrix and residual 

 
Case No. 𝑀𝑀 𝑆𝑆 𝐸𝐸  Observation matrix Measurement residual 

1.  1 1 1  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑯𝑯! 𝑯𝑯! 𝑯𝑯! ! 𝒓𝒓𝒓𝒓𝒓𝒓! 𝒓𝒓𝒓𝒓𝒓𝒓! 𝒓𝒓𝒓𝒓𝒓𝒓! ! 
2.  1 1 0  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑯𝑯! 𝑯𝑯! ! 𝒓𝒓𝒓𝒓𝒓𝒓! 𝒓𝒓𝒓𝒓𝒓𝒓! !  
3.  1 0 1  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑯𝑯! 𝑯𝑯! ! 𝒓𝒓𝒓𝒓𝒓𝒓! 𝒓𝒓𝒓𝒓𝒓𝒓! !  
4.  0 1 1  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑯𝑯! 𝑯𝑯! ! 𝒓𝒓𝒓𝒓𝒓𝒓! 𝒓𝒓𝒓𝒓𝒓𝒓! !  
5.  1 0 0  𝑯𝑯! 𝒓𝒓𝒓𝒓𝒓𝒓! 
6.  0 1 0  𝑯𝑯! 𝒓𝒓𝒓𝒓𝒓𝒓! 
7.  0 0 1  𝑯𝑯! 𝒓𝒓𝒓𝒓𝒓𝒓! 
8.  0 0 0  No filtering, only propagation. 

 
 
 

Results 
 
A number of simulations were performed on the cases listed in Table 3. Although there are 
eight possible combinations, not all of them could meet the ±2°  pointing accuracy 
requirement after convergence. The four plots in Fig. 3 show the attitude determination 
performance of the cases that met the pointing accuracy. The performance is evaluated using 
the Euler angle error∆∅, defined in Equation (28) 
 
 ∆∅ = ∆𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅! + ∆𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃ℎ! + ∆𝑌𝑌𝑌𝑌𝑌𝑌! (28) 
 
where ∆Roll, ∆𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃ℎ and ∆𝑌𝑌𝑌𝑌𝑌𝑌 are the individual Euler angle errors.  
 

  
a) Case 1:   𝑀𝑀 𝑆𝑆 𝐸𝐸 = 1 1 1  b) Case 2: 𝑀𝑀 𝑆𝑆 𝐸𝐸 = 1 1 0  
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c) Case 3: 𝑀𝑀 𝑆𝑆 𝐸𝐸 = 1 0 1  d) Case 4: 𝑀𝑀 𝑆𝑆 𝐸𝐸 = 0 1 1  

 
Fig. 3:  The Estimated Euler Angle Error 

 
The four plots in Fig. 3 show the estimated Euler angle error of the first four cases listed in 
Table 3. The first region within one orbit is defined as the convergence phase. With all 
sensors switched on, the Case 1 shown in Fig. 3 a) takes only half orbit before the error has 
converged. Fig. 3 b) shows the result without Earth vector. It can be seen that the convergence 
is longer than Fig. 3 a) due to the absence of Earth. The common point in Fig. 4 a) and b) is 
that better pointing accuracy can be achieved when the sun vector is measured. Fig. 3 c) 
presents the result without Sun observation. The Earth vector ensures the convergence but the 
accuracy is lower. To further explain the importance of Sun vector,  
Fig. 4 shows the norm of the error covariance matrix versus the availability of the Sun vector. 
Obviously the error covariance increases during eclipse (Sun Signal =0) and reduces quickly 
once the Sun is measured (Sun Signal =1). 
 
The cases 1, 2 and 3 have set the magnetometer on all the time. Though the magnetometer is 
the lowest accurate sensors, it ensures the convergence of the results. From Fig. 3 d) which 
plots the results without magnetometers, it can be seen that the convergence phase is longer 
and the estimation crosses the boundary after the convergence.  
 
The results of the case 5 to 8 are not presented here as these cases are failed to meet the 
pointing accuracy requirement. The main reason is that only one vector makes the attitude 
unobservable. In the occasions when these cases (case 5, 6, 7, 8) happened, though the 
designed filter can still work and output the simultaneous attitude results, the results will be 
untrustworthy. This means the onboard control system should be capable to restart the failed 
sensor after it was detected off. 
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Fig. 4:  The effect of Sun to the filter in case 2 

 
 

Conclusion and Further Work 
 
The paper presents the algorithm and simulation results of the designed attitude determination 
system in UNSW EC0 project. The results from the simulation show that the developed EKF 
can achieve the expected performance with demonstrated utility in fusing the various sensors 
at various update rates. Gyroscopic inputs are used to establish the attitude kinematic system 
and the magnetic data is the measurement used to overcome the divergence of the attitude 
propagation. It is considered as the baseline design for the ADS, i.e. ADS has full access to 
the gyroscopes and magnetometer. An integrated ADS consisting of a Sun Sensor and an 
Earth Sensor will provide a better solution, As the Sun sensor provides the most accurate 
measurement of all of the sensors, it is suggested that the Sun Sensor should be switched on 
when satellite flies under the Sun. There are some uncertainties in the attitude determination 
algorithm. For example, the question as to whether to use the IGRF model or a simpler 
periodic model for estimating the earth's magnetic field will be determined according to the 
actual hardware performance. 
 
Future work is to establish the experimental characterizations of the selected sensors that are 
required to put the algorithm into practise. For instance, the specifications of the gyroscope on 
its data sheet are needed to verity the gyro model with the real experimental data. In addition, 
the placement of all the sensors might be problematic due to the magnetic interference. Thus 
it is recommended to do the interference test following assembly of the CubeSat. 
 
Further work also includes integration of the attitude control, as well as adding orbit 
determination part to ADCS. A full Monte Carlo verification of the EKF performance should 
be performed to provide detailed performance parameters for the EKF and the simulation. 
Furthermore, running EKF in hardware in loop simulation will provide more realistic 
performance information which should be tested in various scenarios before the flight. 
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Summary:  This paper introduces Mars Society Australia’s Marsobot project, and describes 
the performance of robots during field testing at Arkaroola, South Australia. Two teleoperated 
rovers, one four-wheeled (Little Blue) and a larger eight wheeled machine (Miner), have been 
built using low-cost off the shelf components. Both rovers underwent standardised DHS-
NIST-ASTM tests over the period 5 – 12 July, 2014. The tests were conducted in controlled 
conditions and were designed to provide useful engineering data on the rovers’ range and 
mobility, as well as highlight potential flaws and limitations in design. Both Little Blue and 
the Miner performed well in the tests, though specific limitations in design robustness and 
endurance were observed. Lessons learned from these tests will be incorporated into future 
improvements of the rovers, and refining of the Marsobot project overall.   
 
Keywords:  Mars, analogue research, rover 
 
 

Introduction 
 

No manned mission has ever been to Mars and the only methods currently available 
for exploration are remote sensing and the use of robotic lander missions. To date eight 
successful landing mission have visited Mars, including static stations and rover missions [1]. 
Although the static landers provided a wealth of data regarding their immediate environment, 
the use of mobile robotic platforms vastly extended the amount of terrain that could be 
explored [2]. Thus the use of mobile platforms continues to be a preferred method of Martian 
exploration. Earth-based concept and trainer hardware has been and remains an integral 
component for developing space missions. Examples of this include the Rocky series of rover 
trainers that were used as concept testers for the Sojourner mission [3], as well as the FIDO 
precursor to the Mars Exploration Rovers (MER) Spirit and Opportunity [4]. In addition, 
Earth hardware is ideal for training students in the applications of remote exploration [5]. 
Similarly, a range of trainers have been used to study the role of human-centred robotics in 
exploration [6, 7]  

We have developed Marsobots, wheeled training platforms based on commercial off 
the shelf (COTS) hardware and open source software within a limited budget. In this 
contribution we describe the testing of two Marsobot rovers against engineering criteria 
developed by the US National Institute of Standards and Technology (DHS-NIST-ASTM for 
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response robots [8, 9]) during MSA’s Arkaroola Robot Challenge in July 2014. We will also 
compare these designs with some existing machines. We will discuss their performance in the 
tests and suitability for planetary science test platforms as well as lessons that were learned 
from the experience.  

2.0 Marsobot Platform Description 
The Martian environment has proven extremely harsh for machines, with over half of all 
mission sent to the Red Planet failing [1]. Successful surface based operations have been 
hampered by the large temperature differential between day and night, the abrasive dust and 
the overall harshness of the Martian terrain. Although the development of space-qualified 
equipment is far beyond the budget of the Marsobot project, engineering and mission testing 
of Earth based vehicles in analogous environments has proven invaluable for preparing for 
actual Martian operations [4]. 

Arkaroola is located in the Northern Flinders Ranges, South Australia, and was chosen 
as the Mars Society Australia’s (MSA) primary Mars analogue research site [10, 11]. The 
diverse geology, semi-arid conditions and temperature extremes have made it an ideal site for 
testing various aspects of Mars research [12]. 

The Marsobot project fielded two rovers of different scales. We considered purchasing 
existing robotics platforms such as the Pioneer 3-AT, Coroware Corobot robot platform, or 
the Seekur Jr for the Marsobot project [13]. These platforms are four wheel drive machines 
designed for smaller scale robotics applications, education and research and are approximately 
the desired size for the Marsobot project. Table 1 lists key attributes of each considered 
platform as per manufacturer specifications [13, 14].  

Table 1: Comparison of established rover platforms. 

 

* Determined by NIST testing 

 

Although the manufacturer specifications would have allowed any of the above platforms to 
be used in a simulated Martian environment the cost of these platforms are orders of 
magnitude greater than our budget. Both Little Blue and the Miner were built for 
approximately $1600. Additionally, purchase of these platforms would negate the flexibility 

Name Pioneer 3-AT 
 

Corobot 
 

Seekur Jr 

Weight [kg] 12 8 77 

Dimensions 
(LxWxH) [mm] 500x490x260 350(L)x340(W)x220(H) 1198x835x494 

Drive 4WD skid steer 4WD skid steer 4WD skid steer 

Max speed [m/s] 0.8 0.36* 1.2 

Endurance [hr] 8 hrs 2.5 hr 3.5 hr 

Max Slope [degrees] 20 ~35* 35 

Sensors Ultrasonic range finders, laser 
scanner, GPS IR range detectors, camera, GPS 

LIDAR, laser 
range finders, 

stereo vision, IMU 

Cost (USD) 10500 5200 8000 



Proceedings from 14th Australian Space Research Conference, 2014      Page 225

and training value of designing and constructing custom made hardware from readily 
available, open source materials.  

The engineering and mission constraints and chosen hardware we used for both rovers 
are described in greater detail below. Little Blue (Fig. 1) was built to approximate the size of 
Sojourner, a microrover deployed to Mars in 1997 [15]. The Little Blue chassis is based on a 
heavily modified Toyabi Monster truck. The original motors have been replaced with four 
Dagu 1:131 12V motors coupled to the hub of each wheel and driven by a Sabretooth 2 X 24A 
motor controller to provide four wheel drive. 

 

 
Fig 1. Overview of Little Blue rover with key components marked. (A) Forward distance 

sensor. (B) Multispectral imaging system. (C) Reflectance spectrometer. (E) Weather sensors. 
(F) Electronics box. (G) Solar panels. (H) Rear distance sensor. (I) Four wheel drive skid 

steer mobility. 

 

Little Blue is equipped with range finding ultrasonic sensors [16] and a first person video 
(FPV) camera fitted with a filter wheel. The camera captures multispectral images by 
sequentially photographing through one visible and three near infrared (NIR) filters. These 
separate images are transmitted to a ground station where they are exploited further. This type 
of camera was also used on the Mars Pathfinder mission [15]. Little Blue also carries a visible 
light reflectance spectrometer, controlled by a Raspberry Pi Model A on a WiFi link. This 
instrument collects spectra from materials of interest in order to identify mineralogical 
composition [17]. A BMP085 temperature and pressure sensor [18] and a DHT 11 
temperature and humidity sensor [19] provide Little Blue with the ability to sense weather 
information. Fig. 1 shows the location of the power and controller systems for Little Blue. We 
have based control of the sensor and science suite of both rovers on the Arduino 8-bit 
microcontroller. This microcontroller is well supported and has been used in many robotics 
applications [20, 13]. The Arduino Uno is programmed using the open source Arduino 
environment and possesses 14 digital input/output pins and six analog input pins. We use 
these pins on Little Blue to operate a relay to power the camera, interface with the forward and 
rear ultrasonic sensor, control the camera filter wheel servo and read data from the two 
weather sensors.  
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The rover employs independent power systems for the operation of the mobility 
system and the science system to provide redundancy allowing for useful science to be 
conducted in case of mobility failure, and vice versa. The mobility system is powered with a 
14.6V 5Ah Lithium Polymer (LiPo) battery, while an 11.2V 2.4Ah LiPo battery powers the 
wireless camera and Arduino. Power is supplied through two solar panels to a maximum of 16 
W. The solar panels are connected via a LiPo charger wired into the 11.2V battery. Aft of the 
solar panels is a rear facing ultrasonic sensor, providing some degree of hazard detection 
while reversing the rover. 

Little Blue is achieved using skid steered in a similar manner to the Soviet Lunokhod 
rover [21]. Skid steering (tank steering) operates by varying the speed of motors on either side 
of the vehicle. We note skid steering, due to its simplicity and robustness has proved to be the 
mechanism of choice for many established education and military robotics platforms [13, 22, 
23].  

 Design and overall layout for the Miner rover (Fig. 2) is similar to that of Little 
Blue, though the Miner has twice as many wheels and is much larger. The Miner is fitted with 
a visible light FPV camera and a two-band multispectral camera atop its imaging mast. This 
instrument uses an NIR sensitive camera filtered with a #25 red filter, and controlled by a 
Raspberry Pi. This camera system allows for the capture of red/NIR ratios and has been used 
for vegetation analysis [24]. The 12V 12Ah battery of the Miner is supplemented by a 10W 
solar panel. An additional 11.1V battery for its camera system provides redundancy.  

The Miner has sufficient torque to carry additional payloads of over 6 kg, such as an 
environmental logger that operates independently and passively records UV light intensity, 
temperature and humidity onto an SD card for post mission download and analysis (Fig. 2). 
Additional instruments could include a BMP085 temperature and pressure sensor identical to 
Little Blue and a Ublox GPS module. Suspension is designed around a skid-steered, eight 
wheeled rocker bogie system with each wheel driven by a 6V electric motor drawing up to 2A 
at full load. The Miner rover also uses a similar Arduino Uno architecture, and interfaces with 
GPS, sensors and camera relay. Communication between the Arduino of both rovers is 
accomplished by using AP220 2.4 Ghz serial wireless modems communicating at 9600 baud. 

 

Fig 2. Overview of the Miner rover with key components marked. (A) Multispectral imaging system. (B) 
Solar panel. (C) Weather logger. (D) GPS and weather sensors. (E) Bogie suspension. (F) Electronics box.  
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Chassis and mobility 
Control and Programming 

All of the rovers so far sent to Mars have possessed a degree of autonomous operation (high-
level commanding) necessitated by the 8 - 48 minute time delay for communication signals to 
make the round trip between Earth and Mars [1]. In order to simplify the overall design and 
remain within budget we opted for a teleoperated mode of rover control. This mode is 
frequently used for the operation of search and rescue and military support robots where 
simplicity and reliability are critical requirements [8]. It is appropriate for robots that would 
assist astronauts in operational tasks [25], where real-time or near real-time communication is 
feasible, such as at a manned Mars base or in low Mars orbit. Studies postulate future 
astronaut missions to Mars would benefit from the assistance of robotic devices deployed near 
the astronauts base of operation and teleoperated directly [26]. Both Little Blue and the Miner 
rovers was achieved are controlled by a combination of a 2.4 MHz six channel R/C system. 
This was chosen for its low cost, simplicity, reliability and range, (approximately 200m). 
Similar R/C systems are routinely used in response robots [8].  
 
DHS-NIST-ASTM Testing 
Although we designed and built the Marsobot rovers to broadly conform to existing planetary 
machines we aimed to quantify their engineering performance based on standardised, widely 
accepted tests. Over 60 standardised robotic testing methods were developed by NIST in order 
to characterise the performance and applicability of robots to emergency response situations 
[9]. The test methods were developed to standardise critical robot capabilities including 
endurance, mobility, communications, remote sensing, logistics, safety and human/machine 
interaction [8, 9]. The NIST’s extensive usage of these tests on a range of machines have 
provided emergency responders, engineers and developers useful and repeatable 
measurements in simulated emergency environments [9], though they do not release details 
publically. This study consisted of six engineering tests in standard, reproducible test 
apparatuses and two operational tests i.e. more closely approximating a real operational 
scenario for the machine as in [27]. The target machine is to be teleoperated in real time by an 
operator who is out of direct visual and audible contact and are designed to characterise the 
strengths and limitations of competing designs. Tests performed by Little Blue and the Miner 
included the following: 

 
 Logistics: Robot Test Config and Cache Packing. The process required the completion 

of forms for every participating machine to capture details of the physical properties, 
equipment specifications, configurations, toolkit, packing and transport logistics.  

 
 Energy/Power: Endurance: Terrains: Pitch/Roll Ramps. A test rig consisting of 15° 

wooden ramps measuring 1200 x 600mm was laid out in a specified alternating 
sawtooth pattern to repeatably measure the robots' performance on discontinuous 
terrain. Operators guided the robots around a 15m figure-eight path on the ramps 
around two vertical pylons. Distance and time from full battery charge to inoperability 
are measured.  

 
 Mobility: Terrains: Flat/Paved Surfaces (100m). Two pylons were placed 50m apart on 

a flat surface. The ground around each was marked with a circle 2m in diameter. The 
robots were to make 10 timed figure-of-eight laps around this course, without 
deviating from the circumscribed path. Thus both speed and control are important.  
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 Mobility: Towing: Grasped Sleds (100m). The robots dragged an aluminum sled, 

carrying an operator-designated payload, around 10 figure-of-eight laps on the 100m 
course specified in the third test. 

 
 Radio Comms:Line-Of-Sight Environments. The robots were tested for navigation 

control and video feed on a straight course at 50m, then stations every 100 m 
thereafter. The last station at which both navigation control and video of 100 x 100 
mm hazardous targets were perfectly reliable (complete circle and all four visual tests 
correct) was reported.  

 
 Sensors:Video:Acuity Charts and Field of View Measures. The robots were placed on 

a 15° ramp 6 m and then 40 cm from a far-field Landolt-C vision chart. The operator 
viewed the chart at their control station via the robot's camera and read down the chart 
to the smallest line at which the orientations of the C shapes were discernible. No 
more than two errors were permitted on a line. This is reported as a percentage of the 
6-6 (20:20) vision standard.  

The operational tests were conducted in an old road base quarry at Wooltana station, chosen 
as it presented a Mars-like variety of smooth, rocky, eroded and rough terrain within a small 
area. The operational tests included: 
 

 Irregular Terrain Traversal. A 106m course consisting of four gates (1.2m pylons 
spaced 2 m apart) was arranged over rough, natural, Mars-like terrain. It included 
slopes of between approximately 20° - 40°, loose sand, and large irregular stones.  

 
 Context Imaging.  A small, brightly painted 100g target object was 43 to 76m from the 

starting point. The operator was to locate the object as quickly as possible, then 
photograph it in context. Time to locate the target and distance to target were recorded. 
Each of four best images were examined by three expert field geologists who scored 
each. The mean rating over all images and criteria was then calculated. The Miner was 
unable to participate in this test due to time constraints.  

An additional, qualitative field test that was not part of the NIST suite was conducted on Little 
Blue’s imaging system.  Arkaroola contains an abundance of fossil stromatalites – some of the 
oldest forms of life on Earth [28]. As discovery of similar evidence of fossil life on Mars 
would be of great interest to exobiologists, a robotic method of identification of these fossils 
would be of great interest to the planetary science community [29]. Our trial consisted of 
Little Blue photographing stromatolite bearing rocks with non-stromatolitic control rocks at 
set distances of 1m, 50cm and 25cm respectively. The photographs were then sequentially 
presented to an experienced palaeontologist who was then asked to positively identify the 
stromatolite bearing rocks from the control group.  

 

Results and Lessons Learned 
Fig. 3A-C shows the series of true-colour images returned from the Little Blue vision system 
of the stromatolite identification test site. The maximum resolution of the images was 640 X 
480 pixels and progressively shows greater detail as the rover was driven closer to the target.  
Textures became visible in the target rocks as Little Blue reached 50 cm (Fig. 3B), with 
striations and banding discernable at 25 cm, the closest Little Blue was able to approach the 
target (Fig. 3C). We note that although these details were observed in Little Blue imagery, as 
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well as the overall colours of the rocks, the paleontologist was unable to positively distinguish 
between stromatolites and naturally occurring features. The results of Little Blue’s qualitative 
image acuity test has implications on the type and resolution of sensors required for positively 
identifying potential fossil life using a remote sensing platform. The difficulty of identifying 
past or present forms of life strictly by surface remote sensing and tradeoffs between camera 
resolution and power requirements has been a concern for planetary missions [4, 29, 30, 31, 
32].   

Possible methods for improving the capability of Little Blue in discerning between biological 
and non-biological forms would be an upgrade to a higher resolution camera. Field 
measurements of the rock samples used for the camera test indicated an average spacing of 
stromatolite layering, a diagnostic feature used to discern this life form [28], to be on the order 
of ~1 layer per pixel. Little Blue’s camera was capable of resolving 2 mm/pixel at a distance 
of 25 cm from the target rocks. We thus estimate that the resolution of the camera would need 
to be 1024x768 pixels or greater to achieve the required resolving power, equivalent to the 
Pancams carried on board the MER machines [31].  

Microscopic analysis has also been an established process for investigating existing or relict 
life forms [32, 33, 34] and provides a level of detail not available to mast-mounted imaging 
systems, such as those aboard MER [31]. Past microscopic imagers carried aboard Fido, MER 
and Curiosity were designed to simulate a geologist’s hand lens and were capable of 
resolutions of ~30um/pixel [35, 36]. Data returned from these instruments have provided 
critical information on fine scale geology and would have greatly assisted in distinguishing the 
fossil stromatolites from the control samples. The addition of a microscopic imager, and 
possibly an IR spectrometer to determine mineralogy, similar to those carried aboard MER 
[31] would also provide detailed closeup resolving power, plus the added advantage of 
identifying structure at the microscopic scale [36]. The inclusion of such instruments would 
come at the expense of greater power and bandwidth requirements, and higher cost. 
Additionally a microscopic imager would require some kind of postioning system, such as an 
articulated arm, in order to place the instrument. These would equate to a larger vehicle size in 
order to accommodate the increased weight from larger solar panels and batteries, as well as 
requiring a larger, more powerful drive system.  

Positive imaging results from a future Mars missions may not be sufficient to resolve 
the question of extraterrestrial life on Mars – many independent observations may be needed. 
Nevertheless, Little Blue’s qualitative test has highlighted the importance of some of the 
factors, such as image resolution that are required to make meaningful assessments on the 
identification of extraterrestrial fossils.  

Fig. 4A-D shows an overview of testing of the Marsobot rovers. The mobility and 
endurance testing of the Miner rover and Little Blue is shown in Fig. 4A-B, and the 
preliminary results of context imaging tests from Little Blue are shown in Fig. 4C-D. Table 2 
lists the NIST test performance of both of the Marsobot rovers and Corobot in more detail. 
Since the NIST tests are comparatively new and because the NIST does not publish individual 
results for specific machines, few comparative data are yet available. A comparison is made 
here with the only comparable COTS machine to undertake the same trials at Arkaroola, 
namely a Corware Corobot. As shown in Table 2 Little Blue’s overall performance was good 
considering the cost. Little Blue’s small dimensions and large wheels with respect to the rover 
size assisted the rover’s maneuverability. The small size and high power torque of the motors 
assisted its negotiation of the 15o maneuvering ramps (Fig. 4B), as well as the off-road test 
(Table 2). The solar panels delivered enough energy to the science systems to keep them 
operating for approximately 2 hrs. 
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Table 2: Test results of Little Blue, Miner and Corobot rovers. 
 

Rover Little Blue 

 
                       NIST Test Method (metrics) 

 
     Result 
 

 
Comments 

Energy/Power:Endurance:Terrains:Pitch/Role 
Ramps (distance, time - full charge to inoperability)  

 
105 m    2363s  

Completed 7 repetitions 
(mean speed 0.04m/sec) 

Mobility:Maneuvering Tasks:Sustained Speed 
100m (mean time per repetition) 

 
214.8 s/rep. 

Completed 10 repetitions 
(mean speed 0.47m/sec) 

Radio Comms: Line-of-Sight Environments 
(Max distance for functioning control and vision)  

 
    200m 

Note:  range measured at 
100m stations 

Visual Acuity (Far Field lowest line Landolt C 
chart, Near Field lowest line) 

 
15%      25%,  

 

 
                       Operational Test Method (metrics) 

 
     Result 
 

 
Comments 

Operational Task: Irregular Terrain Traversal (time 
to complete, average speed)  

 
531s       0.2m/s 

Performed well despite hard 
wheels 

Operational Task: Context Imaging (time to locate 
target, % mean rated quality of 4 context images) 

 
417 s      65% 

Distance to target 43.12m 
Quick to locate target object! 

Rover The Miner 

 
                       NIST Test Method (metrics) 

 
     Result 
 

 
Comments 

Energy/Power:Endurance:Terrains:Pitch/Role 
Ramps (distance, time - full charge to inoperability)  

 
      Abstained 

Vehicle dimensions do not 
agree with ramp dimensions 

Mobility:Maneuvering Tasks:Sustained Speed 
100m (mean time per repetition) 

 
    297.75s/rep. 

Completed 8 repetitions 
(mean speed 0.34m/sec) 

Mobility:Maneuvering Tasks:Grasped/ Hitched 
Sleds 100m (weight, mean time per repetition) 

 
6.47kg  299s/rep  

One repetition only – test 
aborted due to battery failure                   

Visual Acuity (Far Field lowest line Landolt C 
chart, Near Field lowest line)   

 
15%      20%, 

 

 
                       Operational Test Method (metrics) 

 
     Result 
 

 
Comments 

Operational Task: Irregular Terrain Traversal (time 
to complete, average speed)  

 
941s        0.11m/s 

 
Lost some time on slopes 

Rover Corobot 

 
                       NIST Test Method (metrics) 

 
     Result 
 

 
Comments 

Energy/Power:Endurance:Terrains:Pitch/Role 
Ramps (distance, time - full charge to inoperability)  

 
150m         2032s            

Vini=13.8v Vfinal=12.77v 
  8 topples (top heavy) 

Mobility:Maneuvering Tasks:Sustained Speed 
100m (mean time per repetition) 

 
    280s/rep. 

Completed 10 repetitions 
mean speed 0.36m/sec 

Mobility:Maneuvering Tasks:Grasped/ Hitched 
Sleds 100m (weight, mean time per repetition) 

 
3.47kg  369.1s/rep  

Completed 10 reps, no fails  
(mean speed 0.27m/sec)                  

Visual Acuity (Far Field lowest line Landolt C 
chart, Near Field lowest line)   

 
  5%       120° 

 
Genius Widecam 1050 

 
                       Operational Test Method (metrics) 

 
     Result 
 

 
Comments 

Operational Task: Irregular Terrain Traversal (time 
to complete, average speed)  

 
1282s      0.08m/s 

Forfeited Gate 1 – slope too 
steep – lost time here 
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Fig 3.Results from Little Blue qualitative fossil identification trial. Target consists of a 
mixture of stromatolite and non stromatolite bearing rocks. (A) Image from 1 m distance. (B) 
Image from 50 cm distance. (C) Image from 25 cm distance. 

Little Blue was able to complete 10 laps of the sustained speed test, as well as seven complete 
laps of the energy/endurance test (Table 2). In addition the R/C controller, FPV camera and 
wireless modem ranges (~200 m, Table 2) exceeded the initial engineering design for Little 
Blue. 

Visual acuity of Little Blue’s camera system was 15-20%, reflecting the limited resolution of 
the wireless camera. The visual acuity of the system was sufficient to allow for finding of an 
imaging target in the search and find field test in under seven minutes (Fig 4C, Table 2). In 
addition a false colour NIR image was able to be obtained (Fig. 4D), from which the 
absorbance characteristics of the target were illustrated.  

Despite the overall performance of Little Blue, problems were observed. Little Blue 
shed its front left wheel during the ramp test. Although field repairs were quickly made, this 
catastrophic failure highlighted the criticality of a robust coupling of wheels to motor. Further 
modifications for future designs may include additional batteries in order to provide greater 
endurance, though this would be at the cost of increased weight and greater strain on the 
motors.  

The Miner Rover also performed well on the DHS-NIST-ASTM tests [8] (Table2). 
The Miner was able to negotiate the outdoor irregular terrain traversal test at a speed of 
0.11m/s, despite suffering a failure of a microprocessor power regulator in one irregular 
terrain traversal. Visual acuity was lower than for Little Blue, (15-20% cf 15-25%, Table 2), 
probably due to the wider field of view of the imaging system. In addition, the Miner was able 
to pull more than 6 kg over flat ground during the sled dragging attempt.   
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Fig 4. Overview of NIST tests for Marsobot rovers. (A) The Miner undertaking the endurance 
tests. (B) Little Blue rover on mobility ramps. (C) Context image of target imaged by Little 
Blue rover. (D) False colour image of context target using NIR. Blue tone of target denotes 
NIR absorbance of target. 

 

As with Little Blue, the testing revealed some design flaws and limitations of the Miner rover. 
It was found that the power supply for the Miner was inadequate, with the rover unable to 
complete 10 laps of the sustained speed test (Table 2). This was due to complete discharge of 
the 12V battery supply, for which the solar array was unable to compensate. On flat ground 
similar of the type used in the NIST test the Miner draws power of up to 200W, the motors 
together drawing 16A. Replacing the existing 12 Ahr battery with a higher capacity 
accumulator of at least 16 Ahr would allow the Miner to complete a future NIST endurance 
test of this type. Additionally the replacement of the existing 10 watt panel with a 60 watt 
version, similar to that used in the Solar Rover [22], would increase the power accumulation 
capacity of the Miner by 600%. The implementation of a 1:3 drive/rest cycle would improve 
power management of the vehicle and ensure adequate power generation for the vehicle. The 
Miner has capacity for a heavier duty power supply which will be included in future upgrades 
and be the subject of future research.  

The plastic wheels of the Miner provided insufficient grip on the surface to climb 
steep slopes. This issue was partially mitigated on site by addition of rubber strip treads across 
the wheel width of four wheels to increase traction. Further traction losses arose from rocker 
bogie pivots being too stiff and suspension lift off occurring during high energy turns [37], 
caused by the wheel base being too narrow. Extending the width of the Miner rover and 
providing better freedom of movement for the bogies would provide for better all-wheel 
ground contact over irregular terrain and thus greater mobility. Integration of the ground 
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station controls would also be of benefit the operation of both rovers. The current system 
requires the rover operator to switch attention between three independent systems (R/C 
control, sending and receiving commands, capturing imagery). Combining these interfaces 
would be likely to significantly reduce the workload of the rover operator, reducing the need 
to coordinate between systems for mobility control, image acquisition and receiving telemetry 
data. 

Part of the study involved evaluation of the robots in the astronaut support role. Both 
robots accompanied pairs of people wearing simulated space suits and provided support such 
as video coverage of their activities, imagery of rocks and, in the case of Little Blue, spectral 
data (Fig 5).  While both robots were able to perform these tasks, they found it difficult to 
keep up with the simulated EVA team over smooth ground and were not able to deal at all 
with rougher terrain. While further analysis is needed, these preliminary observations suggest 
that small rovers are better suited to deploy-and-leave operations, where they are carried to a 
site and then left to carry out further studies independently or to explore area unsuited to 
astronaut teams, such as soft ground, or lower priority scientific areas. The EVA support role 
might be better carried out by suitably equipped unpressurised support vehicles. This is 
exemplified in the R-Gator tested by the United States Military, which is able to act as a light 
transport for personnel, autonomously follow them while they are on foot, or operate under 
remote control in a support role [38]. 

 
Fig 5. Marsobot rovers in EVA support role. (A) Little Blue. (B) Miner. 

 
Conclusion 

 
The Marsobot project represents the Mars Society’s work in developing analogue robotic 
vehicles that are capable of trialling future experiments for actual planetary missions. Readily 
available, off the shelf components were used, and an open source development system 
employed to allow for ease of development and collaboration. The Arkaroola NIST tests 
provided an opportunity to quantify the capabilities and limitations of both rover vehicles in 
an outdoor environment. Both the Little Blue and Miner rovers performed well in most of the 
tests, proving the ability of low cost systems to operate in a Mars analog environment. 
Lessons learned from the results of these tests will be incorporated into future improvements 
of the rovers, and refining of the Marsobot project.  
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Field Robotics, Astrobiology and Mars Analogue Research 
on the Arkaroola Mars Robot Challenge Expedition 

 

Jonathan D. A. Clarke†, Jason M. Held‡, Astrid Dahl‡, Nicolette Wheaton† and the Arkaroola 
Mars Robot Challenge Expeditioners1 

†Mars Society Australia, c/o 43 Michell St. Monash, ACT 2904, Australia  
Australian Centre for Astrobiology 

‡Saber Astronautics Australia Pty. Ltd. (Sydney) Australia 
 
 
Summary: Mars Society Australia’s Arkaroola Mars Rover Challenge Expedition was an 
initiative of Saber Astronautics and Mars Society Australia.  The expedition was based round a 
program of field trials of robots developed by students from Murdoch University, the University 
of New South Wales, Mars Society India and Mars Society Australia.   This was the first time 
such an expedition had been attempted in Australia.  Robot performance, remote operations, 
simulated extra-vehicular activities and simulated space suit evaluations were accompanied by 
geobiological research and training in field geology and media relations.  The successful 
conclusion of the expedition paves the way for further expeditions of this type for Australian and 
international students and researchers. 

Keywords: field robotics, planetary exploration, astrobiology, analogue research, Mars, 
Arkaroola.  

Introduction  

The Arkaroola Mars Rover Challenge Expedition, a collaboration with Saber Astronautics and 
Mars Society India (MSI), is the latest in a series of expeditions run by Mars Society Australia 
(MSA) since 2001.  Destinations of previous expeditions have included the Pilbara [1], the Mars 
Desert Research Station [2] in Utah as well as Arkaroola [3].   

The goal of the expedition was to conduct research across several fields relevant to Mars 
exploration in a Mars-like environment side by side with educational and public engagement 
programs.  A Mars analogue is an environment or a region that has analogous characteristics to 
Mars [4].  

The Arkaroola region (Fig. 1) was selected by MSA on the basis of 1) its many scientific features 
of interest to planetary geologists, geomorphologists, and astrobiologists; 2) a diversity of 
different terrains, materials and surfaces ideal for engineering tests; 3) the education and outreach 

                                                
1 K. Abetz, W. Andrews, M. Cooper, A. Dahl, P. Gatkine, S. George, G. Hobbs, S. Hobbs, S. Houlahan, Y. Kabaran, 
A. Kotwal, A. Kshirsagar, J. Lai, G. Mann, S. McArthur, G. Murphy,  R. Prajapat, A. Rajagopal, K. Silburn, N. 
Small, T. Smith, P. Spinks, V. Sudarsanan, A. Tandi, M. Tanner, N. Wheaton,  and T. Wheaton. 
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potential supplied by this diversity; 4) the logistic support available through the Arkaroola Resort 
[5], and 5) a heritage of Mars analogue and astrobiological research by MSA, the Australian 
Centre for Astrobiology and others [6, 7]. 

 
Fig. 1: Location of Arkaroola in the Flinders Ranges (Google Earth Image). 

 
The expedition was conducted over a two week period in July 2014 and involved 28 

participants. They included students from four universities in Australia and India (Murdoch, 
UNSW, Macquarie and IIT Bombay), researchers from two Australian universities (Murdoch and 
Macquarie), MSA volunteers, two researchers from Saber Astronautics and a representative from 
Fairfax Media.  Several researchers and volunteers located in Sydney, Canberra and Melbourne 
were also tasked by MSA and Saber Astronautics to provide expedition support.  

This paper summarises the expedition rationale and activities, providing a context for other 
papers, including some those elsewhere in these proceedings, which will detail expedition results 
(e.g. [8, 9. 10]).  

Rationale 

Purpose of Mars analogue research 
 

Analogue research is an invaluable step in space research and development between the 
laboratory and an actual mission. Mars (and other Solar System) analogues are also very useful in 
education and outreach as they place educators and students in environments that resemble 
aspects of those found on Mars and elsewhere in the Solar System. 
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Three types of analogue research were outlined by Persaud [4].  These were programs of 
discovery, opportunity, and investigation.  Programs of discovery are those that consist of holistic 
and realistic simulations (which may none the less be of low fidelity in some aspects) that set up 
a situation and make qualitative observations of the problems and challenges that arise, both 
anticipated and unanticipated. Programs of opportunity are those where engineering and scientific 
research (e.g. geology, biology) is carried out of the analogue region or environment.  Programs 
of investigation carry out experiments of specific parameters and make qualitative observations 
on operational problems, usually connected to the design and operation of engineering items and 
instrumentation. Under this classification, the research undertaken on the Arkaroola Mars Rover 
Challenge Expedition fell into the category of programs of opportunity and investigation with 
respect to field robotics and operations research, and of opportunity with respect to geobiology.   

Expedition aims 
 

The Arkaroola Mars Rover Challenge Expedition had the following objectives (terminology of 
Persaud [4]): 

• To investigatively test a range of field robotic systems under standardised conditions with 
goal of developing concepts for planetary operations, especially Mars. 

• To opportunistically test robots in the field against conditions and features that approximated 
in one or more aspects those that might be found on Mars and other Solar System bodies. 

• To opportunistically test control of remote robotic and human field operations at Arkaroola 
from Saber Astronautics’ control centre in Sydney. 

• To opportunistically conduct a series of simulated extra-vehicular-activities (EVAs), utilising 
observational data of human-robot systems to model mission performance 

• To opportunistically explore effectiveness of field science while wearing simulated space 
suits. 

• To opportunistically explore geobiological features relevant to astrobiology, testing 
hypotheses regarding the presence of fossil bacteria in veins and presence of sponge 
biomarkers in sediments. 

• To provide instruction to participants into astrobiology, astrogeology, and science 
communications, and encourage interaction and cross-stimulation between students, 
researchers and volunteers. 

• Enable public outreach via lectures and media contacts as to the importance of planetary 
science, field robotics, and astrobiology, and 

• Inspire and equip STEM teachers via the Spaceward Bound program through exposure to 
science & engineering related to planetary exploration. 

 
These goals were all met during the expedition, as detailed in the following sections.  
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Expedition Activities 

Field robotics 
Expedition robots 

Seven robots (Fig. 2) were tested on the expedition, their descriptions and operations are 
summarised in Table 1.   
 

 
Fig. 2: The seven robots that took part in the Arkaroola Mars Robot Challenge Expedition.  A – 
Corobot, B -Mascot, C-Miner, D- Little Blue, E – MSI Rover, F – UNSW rover, G – Phantom 2. 

Robot field trials 

Planetary robots can be considered to be a specialised sub-type of field robots. Controlled 
testing using standard tasks within standard environments allow meaningful comparison of the 
performance of different designs and guide both improvement of particular designs and design 
selection for specific tasks. The participating robots in the Arkaroola trials were not envisaged as 
autonomous explorers such as the current generation of planetary rovers like Yutu on the Moon 
and Curiosity on Mars.  Rather they were conceived as supporting human activity on the surface. 
Therefore they can be controlled locally, rather than over interplanetary distances. This means 
that issues of latency and autonomy were not considered in these trials.  Such robots could be 
used for remote activities, required to perform routine maintenance tasks or support astronaut 
EVAs. 

The trials (Fig 3) were devised by Graham Mann of Murdoch University to evaluate the 
performance of six of the seven robots on the expedition in these areas.  Six different 
standardised tasks, based on those developed by the National Institute of Standards (DHS-NIST-
ASTM) in the United States, were performed.  Three operational tasks were also developed to 
evaluate the robots in tasks approximating their intended purpose [8]. The standardised tests 
were: 

F 
E 

D 
C 

G 

B 
A 
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1. Logistics: Robot Test Configuration & Cache Packing. The process required the 
completion of forms for every participating machine to capture details of the physical 
properties, equipment specifications, configurations, toolkit, packing and transport 
logistics. The information includes specific photographs of a robot, in different poses and 
from various angles, against a calibrated background. The information is particularly 
important for managing the configuration of robots from one test to another.  

 
2. Energy/Power: Endurance: Terrains: Pitch/Roll Ramps. A test rig consisting of 15° 

wooden ramps measuring 1200 x 600mm was laid out in a specified alternating sawtooth 
pattern to repeatably measure the robots' performance on discontinuous terrain. Operators 
guided the robots around a 15m figure-eight path on the ramps around two vertical 
pylons. Distance and time from full battery charge to inoperability are measured. It turned 
out to be impractical to bench test sets of batteries through multiple charge-recharge 
cycles in the field. 

 
3. Mobility: Terrains: Flat/Paved Surfaces (100m). Two pylons were placed 50m apart on 

a flat surface. The ground around each was marked with a circle 2m in diameter. The 
robots were to make 10 timed figure-of-eight laps around this course, without deviating 
from the circumscribed path. Thus both speed and control are important.  Average speeds 
in metres per second were recorded. ` 

 
4. Mobility: Towing: Grasped Sleds (100m). The robots dragged an aluminum sled, 

carrying an operator-designated payload, around 10 figure-of-eight laps on the 100m 
course specified in the third test. Average velocities and maximum achieved weights were 
recorded.  

 
5. Radio Communications: Line-Of-Sight Environments. The robots were tested for 

navigation control and video feed on a straight course with pylons at 50m and then every 
100m thereafter. The robot circumnavigated each station at a radius of 2m, imaging a 35 x 
35mm bold letter and a 100 x 100 mm figure on the four faces box atop the pylons. The 
distance of last station at which both navigation control and video were perfectly reliable 
(complete circle and all four visual tests correct) was recorded.  

 
6. Sensors: Video:  Acuity Charts and Field of View Measures. The robots were placed 

on a 15° ramp 6m from a far-field Landolt-C vision chart. The operator viewed the chart 
at their control station via the robot's camera and read down the chart to the smallest line 
at which the orientations of the C shapes were discernible. No more than two errors were 
permitted on a line. This is reported as a percentage of the 6-6 (20:20) vision standard. 
The same procedure was used for the near-field Landolt-C chart, except that the distance 
was then 40cm. The horizontal field of view was calculated by measuring the distance 
between the chart and the camera.  

 
The three operational tests were carried out at an abandoned road metal quarry.  Terrain 

included slopes of 20 to 40 degrees, loose sand, and large irregular rocks. The operational tests 
evaluated: 

1. Irregular Terrain Traversal. A 106m course consisting of four gates (1.2m pylons 
spaced 2m apart) was arranged over rough, natural, Mars-like terrain. It included a slopes 
of between approximately 20° - 40°, loose sand, and large irregular stones. Operators 
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were allowed to walk the course before robot testing. The robots were video recorded and 
timed during their traversal of the course. 

 
2. Context Imaging.  A small, brightly painted 100g target object was placed at a random 

locations on roughly level ground at distances of between 43 and 76m from the starting 
point. The operator was given the object's GPS coordinates. The operator was to locate 
the object as quickly as possible, then photograph it in context. Time to locate the target 
and distance to target were recorded. Each operator chose his best four images to be rated 
for quality. Each image was made anonymous, then examined by three expert field 
geologists who rated each according to five criteria: object in context (shows surrounding 
structure), image composition, brightness and contrast, sharpness of focus and image 
resolution. The mean rating over all images, experts and criteria was then computed from 
the ratings and expressed as a percentage of the perfect score.  
 

3.  Sample Return: Robots equipped with a manipulator had the option to use it in a 
variation of the Context Imaging task. The robots had to carry a small geologist's scale, 
place it alongside the located target object, photograph the object in context, collect the 
object then return it to the starting location. Time to return was reported. 
 

 
Fig. 3: Robot trials. A – Miner rover in pitch and roll ramps test area undergoing visual acuity 

test. D – Corbot pulling sled. C- UNSW robot and Corbot in quarry test area. 

Remote operations 
Space operations centre trials 

Control of space assets is a major challenge to space operations.  The Saber Astronautics has 
developed the “Responsive Space Operations Centre” (RSOC) which implements new techniques 
in diagnosing faults in space systems. These techniques are novel in that they consider space 
systems and space environments together in the same global probabilistic model, allowing 
operators the ability to rapidly respond to problems that can occur. This is an advantage over 
current methods which are limited by frequent retraining and a high degree of domain 
knowledge.  

The same principles can be applied to surface operations on other Solar System bodies and to 
both manned and un-manned missions.  They can also include mission analysis and performance 
optimisation. For example, optimising a human-robotic team, or tracking consumption logistics 
and workload, can increase the science output of the team. The Responsive Space Operations 

A B C 
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Centre provides the tools to tackle the important research question of how the performance of the 
Mars base as a whole, EVA teams, or indivuaal astronaut or robotic systems can be measured 
during actual or simulated missions: during analogue missions such quantification is a way to 
better assess what impacts success or failure in field science.  

Throughout the Arkaroola Mars Rover Challenge Expedition, Saber Astronautics tested the 
performance of the Responsive Space Operations Centre in supporting a simulated Mars mission. 
A communications link was established between Arkaroola and the Responsive Space Operations 
Centre at the Saber laboratory at Chippendale NSW.  This enabled transmission of rover 
telemetry and GPS tracking data from the field and Mission support actions such as weather 
monitoring and remote scientist support.  All communications with the expedition were subject to 
a 20 minute time delay representative of the latency of Mars operations. Live data streams from 
space weather protection services were also included into the service as part of the operational 
modelling.   

Saber Astronautics also conducted a series of simulated missions, collecting observational data 
toward further research into global, probabilistic mission performance models. Simulated 
missions included robot-only scenarios utilising the MSI rover, human-only EVA teams, and 
human-robot EVA teams utilising the Phantom 2 quadcopter, Miner and Little Blue rovers. 
Several missions were conducted with both a surface rover and the quadcopter. Robot 
components were operated both directly and remotely from mission control. EVA personnel (in 
addition to mission control) consisted of pairs of Expeditioners, who wore simulated space suits 
loaned from the Victorian Space Science Education Centre (VSSEC) but originally manufactured 
by MSA to its own design.  

Table 2: Key simulated missions conducted at Arkaroola by Saber Astronautics.   

# Experiments  Assets Mission Type 

Two 2 astronauts, Little Blue, Phantom 2 Geological sortie 

Two 2 astronauts Maintenance (weather station; rover) 

One 2 astronauts, Phantom 2 Geological sortie 

Six 2 astronauts, Phantom 2 Exploration 

Five MSI Rover Exploration 

 
 
Missions were conducted over a wide range of terrains from smooth dust to extremely rocky 
creek beds with typical deployment duration of around 60 minutes. Mission goals fell into three 
main categories: exploration, geological ‘sorties’ or sample collection, and equipment 
maintenance. Rover-only mission goals included both acquisition of visual data via a video link 
and surface sampling with a robot arm.  The arm was able to collect a range of materials, for 
example aeolian dust, fine alluvial sand, and alluvial gravel.  
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A range of specific tasks (Table 2) were attempted in astronaut-only, robot-only and mixed 
astronaut-robot EVA missions.  These included a geologist monitoring non-geologist EVA teams 
via a video link and directing them over UHF radio to carry out specific geological tasks such as 
observation and sample collection. Other tasks in exploration EVAs involved multiple 
deployments and recoveries of the quadcopter. Perhaps the most notable EVA was the servicing 
of a weather station at one of the observatories behind Arkaroola (Fig. 4).  

Data collected during each mission included biometric, GPS, motion and other data from 
sensors deployed on robots and personnel. In addition, human-to-human communications via 
UHF radio were collected, as well as local weather conditions via a weather station deployed on 
site.  

 
Fig. 4: Remote operations trials. A –MSI rover sampling alluvial gravel under remote control. B 
–Simulated EVA installing automatic weather station at Arkaroola Old Observatory. 

Suit trials 

Understanding the constraints of field work while in a space suit is critical when considering 
the capabilities and limits of crewed exploration on the surface of the Moon, Mars and other 
accessible Solar System bodies.  The impact of a pressure suit was studied during a previous 
MSA expedition to the Pilbara.  The Pilbara study used the University of North Dakota’s NDX-1 
suit and investigated the ability of geologists and non-geologists to recognize stromatolites 
despite the physical and temporal limitations of wearing the suit [1]. 

A follow up investigation using the same methodology was carried out on the Arkaroola Mars 
Robot Challenge Expedition (Fig. 5). A VSSEC simulated space suit was used.  While not 
pressurized, the suit impaired sensory awareness and mobility to some extent analogous to an 
actual suit. A number of volunteers, both geologists and non-geologists, were asked to walk 
along a limestone outcrop and identity features that they considered as possible and probable 
stromatolites over a period of 20 minutes.  Analysis is in progress and it is expected to present 
results at the 2015 ASRC. 

A B 
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Fig. 5: Suit trials.  A – bedding plane exposure of stromatolites of the Trenzona Limestone. B –

geologist in VSSEC suit assesses whether a hand specimen contains a stromatolites.  Experiment 
is being recorded by the Phantom 2 quadcopter. 

Geobiology 
 

Geobiological research, led by Simon George and Sarah Houlahan on the expedition focused 
on the testing hypotheses regarding the evidence for ancient biospheres found in Cryogenian (850 
to 635 Mya) rocks the Arkaroola area (Fig. 6).  The first hypothesis was regarding the biogenicity 
of possible microfossil structures found in veins within the Tapley Hill Formation which have 
been postulated to represent evidence of a deep hot biosphere living in basin fluids of 
Neoproterozoic age [11].  The second hypothesis was whether or not the carbonates of 
Balacanoona Formation and the contemporaneous siltstones of the Tapley Hill Formation contain 
organic compounds or biomarkers, specifically 24-n-isopropylcholestane [12], that may be 
indicative of the fossil sponges that some researchers have identified in these rocks [13].   

 
Fig. 6: A -Fibrous calcite veins in the Tapley Hill Formation that host possible microfossils of 

a deep hot biosphere. B - Stromatolite of the Balcanoona Formation, ~1.5 m high. 

In addition to the importance of terrestrial geological of understanding the antiquity of the deep 
biosphere and Metazoa (complex animals) this research is relevant to astrobiology.  The putative 
microfossils resemble structures found in some martian meteorites e.g. ALH84001 [14], testing 
their biogenicity refines tools for the interpretation of these martian structures.  Likewise 
biomarkers are potentially the best tool to search for past or present life [15] in martian 

A B 
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meteorites, samples being analysed on the surface of Mars or material returned by space 
missions.  

Teacher experience 
 

Three school teachers were among the Expeditioners.  They contributed resources, including 
radios, vehicles, and the Phantom 2 quadcopter, took part in the experiments, gave talks and 
collected information for their classes.  Their participation was part of their professional 
development as defined by the Australian Professional Standards for Teachers [16], specifically 
Standard 2, “Know the Content and How to Teach It” and Standard 6, “Engage in Professional 
Learning”.   As a result of their participation the teachers were able to demonstrate that they were 
able to select and organise geology, Mars and space exploration content in a rich and authentic 
context following the expedition to Arkaroola (Standard 2) and had taken part in a high quality 
learning opportunity to improve our teaching practice by enriching our knowledge and 
understanding of the connection between geology, Mars and space exploration (Standard 6). 

Training and outreach 
Workshops and field trips 

The geological framework of the Arkaroola area is an important part of its analogue value.  
The diverse rocks and landscapes provide diversity of surfaces for robot tests, counterparts for 
the types of landscapes and targets studied by planetary robots, and numerous astrobiologically 
interesting niches.  As most of the expeditioners had not been to Arkaroola before and had no 
background in geology, the first full day was spent on a geological tour of the area, introducing 
them to the principles of field geology, the geological and geobiological highlights, the 
challenges facing designers of planetary rovers, and providing spatial orientation.  

Part of the conditions of the Australia-India Council grant was the provision of media training 
for the expeditions.  Peter Spinks, a science journalist with Fairfax Media provided a two-day 
workshop that gave an introduction to the different new media, how it works and its priorities, 
and how to write releases and articles for it.  Expeditioners wrote test releases and received 
feedback.  This training proved most helpful when post-expedition releases were made. 

Public engagement 

Educating the public about Mars and spacde exploration generally is a core goal of MSA.  
Consequently public engagement occurred throughout the Expedition.  They included planned 
public lectures at Arkaroola, media coverage from arising from previous alerts, media visits, 
casual engagement with the public, and post-expedition reporting.  A series of evening public 
lectures were delivered at Arkaroola by several expeditioners, covering topics such as Space 
Camp (K. Silburn), life on Mars and the history of Life on Earth (S. George), planetary robotics 
(G. Mann) and human missions to Mars (the lead author).  The talks were attended by between 
20 and 60 people.  Melbourne University students who happened to be on a field camp in the 
area, attended two of the lectures. A group of students from Mitcham Girl’s High School in 
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Adelaide visited with the MSI and UNSW students and Saber Astronautics, watching the robots 
being put through their paces and talking about science and engineering opportunities for women. 

There was extensive coverage over the expedition in the Indian media, including a report in the 
Times of India.  Eloise Fuss of ABC Regional South Australia visited Arkaroola during the 
Expedition and several stories appeared subsequently on the ABC Regional SA web site.  Peter 
Spinks of Fairfax Media wrote a number of excellent online articles and webcasts on 
TheAge.com.au blog “Science Matters” about the expedition.  

Lastly, the presence of the expeditions and their numerous robots, people in simulated 
spacesuits the advertised public lectures generated a considerable number of casual interest and 
questions from other people visiting Arkaroola at the time.  

Conclusion  

The Arkaroola Mars Robot Challenge was a very successful expedition, with all the pre-
expedition goals being met. The Expedition showed the value of multi-goal expeditions for both 
research and training in an analogue setting.  Preliminary results are being published [8, 9, 10] 
and more publications are expected.  Mars Society Australia plans future events to follow up on 
the success of this expedition, including possibly a field robotics student competition similar to 
the University Rover Challenge run by the US Mars Society in Utah [17]. 
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Summary:  Using DInSAR technique to detect earth surface deformation at sub-centimetre 
level has promised its application in measuring co-seismic deformation along the fault for the 
needs of earthquake disaster mitigation. The 2008 Sichuan earthquake and 2009 L’Aquila 
earthquake are two good samples for such applications. In this paper, multiple pairs of L-band 
ALOS PALSAR images focusing on the Sichuan earthquake and two pairs of C-band 
ENVISAT ASAR images covering the L’Aquila earthquake are used to map the co-seismic 
deformation for each event. The measured deformation caused by the Sichuan earthquake is 
up to 112 cm in the radar line of sight direction, and about 28 cm for the L’Aquila earthquake. 
The interferograms generated for these two different events are then utilised to constrain the 
elastic fault model. Modelling results are compared with the profiles of unwrapped 
displacements from DInSAR technique. The authors focus on validating the superior ability 
of DInSAR in mapping co-seismic deformation over large area, and in finding the best-fit 
model result for the earthquakes. 
 
Keywords:  DInSAR, Coseismic Deformation, Okada Model Inversion 
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Introduction 

Ground surveying, seismological measurement, and GPS network are the most common 
techniques for studying earthquake activities. But all these techniques are time consuming and 
highly costly for measurements covering large area and it may even be impossible to use 
some of them at locations difficult to access. To overcome these problems with improved 
efficiency and accuracy on deformation measurement over large area, geospatial mapping 
technologies have been developed. In particular, the Interferometric Synthetic Aperture Radar 
(InSAR) technique has been increasingly used due to its large coverage and the cloud 
penetration ability of radar wave. 
 
Following an Mw 7.9 devastating earthquake occurred on 12th May 2008 in Sichuan, China, 
another Mw 6.3 earthquake struck the region of Abruzzo in central Italy on 6th April 2009. The 
study of ground surface deformation, especially co-seismic deformation, related to the two 
earthquakes can not only help our understanding of the two events but also assist us further on 
disaster mitigation for future earthquakes.  
 
Co-seismic deformation is the change of ground surface shortly before and after the 
earthquake. Comparing to conventional surveying methods, Differential InSAR (DInSAR) 
technique has several advantages for co-seismic deformation measurement, such as large 
coverage, dense observations, low cost, and the ability to access remote areas. Comparing 
with the costly dense GPS network, DInSAR can deliver accurate measurements with much 
higher spatial density, e.g. 100 or more measurements per square kilometre [1]. These dense 
DInSAR measurements enable the elastic dislocation model in half-space to achieve better 
modelling results.  
 
The 2008 Sichuan earthquake occurred along the Longmen Shan (LMS) thrust system which 
bounds the eastern margin of the Tibetan plateau, and consists of three major faults (namely, 
Wenchuan Fault, Yinxiu-Beichuan Fault and Guanxian-Anxian Fault) that strike SW-NE. The 
main shock took place on 12th May 2008 deformed a very large area of about 300 km E-W 
and 250 km N-S. Previously published studies about this quake using multi-frames ALOS 
PALSAR (Phase Array L-band SAR of the Japan Aerospace Exploration Agency) imagery 
can be found by Chini et al., Ge et al., and Hong et al. [2-5]. 
 
As for the 2009 L’Aquila earthquake, it is located at a depth of about 9 km, near the 5 km-
long Mt. Stabiata fault along Monticchio-Fossa fault, Mt. Bazzano and Paganica faults [6]. 
These zones depict a surface subsidence of 13 km in length striking at 130º – 140º [7]. The 
main shock of this quake occurred on 6th April 2009. ENVISAT ASAR (Advanced SAR of 
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the European Space Agency) datasets were utilised by many researchers to study it, e.g. [8-
10]. 
 
To measure the co-seismic deformation generated by an earthquake, a pair of SAR images, 
one acquired before and another after the quake, is processed to produce the interferogram. 
The final displacement map is obtained with the two-pass DInSAR technique using SRTM 
DEM [11]. In this paper, the ALOS PALSAR L-band data is used for mapping Sichuan 
earthquake co-seismic deformation, while ENVISAT ASAR C-band data is utilised for 
measuring L’Aquila earthquake deformation. With the L-band and C-band DInSAR results 
being analysed for each earthquake, the authors are able to demonstrate the ability of DInSAR 
technology in co-seismic research.  
 
There are successful applications of using DInSAR in monitoring earthquakes. A very early 
one was done in 1993 by Massonnet et al. [11] for the 1992 Landers earthquake. Later 
researchers also utilised this technique in other cases, such as measuring the deformation of a 
1998 earthquake near Mt Iwate by Fujiwara et al. [12], estimating the Iranian Bam earthquake 
in 2004 by Talebian et al. [13] and the discovery of a blind strike-slip fault, and 3-D co-
seismic displacement inversion of the 2005 Kashmir earthquake by Wang et al. [14]. The near 
real-time preliminary mapping result of co-seismic deformation for the 2008 Sichuan 
earthquake was done by Ge et al. [4]. These DInSAR results all can be used to model a co-
seismic deformation respectively and invert its fault parameters to describe an earthquake. 
 
In this paper, the authors present the DInSAR measurements of 2008 Sichuan earthquake and 
2009 L’Aquila earthquake with the modelling results inverted from the Okada dislocation 
elastic model [15]. The ability of two-pass DInSAR with phase information for co-seismic 
mapping and monitoring thus has been verified. The advantages and limitations of 
deformation monitoring using phase information from radar imagery also discussed with 
more details. 
 

DInSAR Data Analysis 
To use DInSAR technique to map the co-seismic deformation of a selected seismic zone, we 
need to process a pair of radar satellite images acquired before and after the earthquake event. 
The pairs of ALOS PALSAR images for the Sichuan earthquake were collected from the 
ascending orbit listed in Table 1, which covers the Beichuan-Yinxiu fault (YB fault). In 
contrast, the L’Aquila earthquake area was mapped with ENVISAT SAR images taken from 
both ascending and descending orbits. Table 1 also lists the details for these pairs of images. 
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Table 1 Images for Interferometric Pairs Used  

Earthquake Satellite Orbit  Interferometric Pair Date 
(dd/mm/yyyy) 

Perpendicular 
Baseline (m) 

Sichuan ALOS Ascending (Track 473 R620-630 
Track 474 R610-620 
Track 475 R613) 

17/02/2008 – 19/05/2008 
05/03/2008 – 05/06/2008 
20/06/2007 – 22/06/2008 

245/249 
286/292 

-42 
L’Aquila ENVISAT Ascending (Track 401) 23/02/2009 – 04/05/2009 -141 
L’Aquila ENVISAT Descending (Track 79) 18/03/2009 – 12/04/2009 -534 

Both ALOS PALSAR datasets and ENVISAT ASAR datasets are processed with the two-
pass DInSAR technique using SARscape software. However, since DInSAR provides 
deformation in the LOS (Line of Sight) direction, it is a one-dimensional measurement in the 
three dimensional coordinate system. The orthogonal surface displacement components, UE, 
UN and UZ, can be related to the measured LOS displacement 𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙 with the Equation (1): 

                                 [𝑈𝑈𝐸𝐸 𝑈𝑈𝑁𝑁 𝑈𝑈𝑍𝑍] [
− sin 𝜃𝜃 cos 𝛼𝛼

sin 𝜃𝜃 sin 𝛼𝛼
cos 𝜃𝜃

] +  𝛿𝛿𝑙𝑙𝑙𝑙𝑙𝑙 =  𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙                                   (1) 

Where 𝛼𝛼 is the azimuth angle of the satellite, 𝜃𝜃 is the radar incidence angle at the scatterer 
point, and 𝛿𝛿𝑙𝑙𝑙𝑙𝑙𝑙 is the measurement error which consists of atmospheric delays of the signal, 
low coherence of phase, coarse DEM, imprecise satellite orbit and so on [16]. Figure 1 depicts 
the Equation (1) in ascending situation, and similar works on 3-D deduction can be referred to 
[3, 5, 9, 17, 18]. 

 

Figure 1: 1-D LOS deformation to 3-D projection at Ascending Measurement  

For a raw interferogram, the phase difference Δϕ  consists of many factors, and can be 
described by Equation (2) [19]: 
                                  Δϕ = 𝜙𝜙𝑇𝑇𝑙𝑙𝑇𝑇𝑙𝑙 + 𝜙𝜙𝐷𝐷𝐷𝐷𝐷𝐷𝑙𝑙 + 𝜙𝜙𝐴𝐴𝐴𝐴𝐴𝐴𝑙𝑙 + 𝜙𝜙𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝐴𝐴 + 𝜙𝜙𝑁𝑁𝑙𝑙𝑂𝑂𝑙𝑙𝐷𝐷                             (2) 

Where the phase (𝜙𝜙𝑇𝑇𝑙𝑙𝑇𝑇𝑙𝑙 ) is due to topography contribution, the phase (𝜙𝜙𝐷𝐷𝐷𝐷𝐷𝐷𝑙𝑙) is due to 
geometric displacement contribution, the phase ( 𝜙𝜙𝐴𝐴𝐴𝐴𝐴𝐴𝑙𝑙 ) is caused by atmospheric 
disturbances such as ionosphere and humidity, the phase ( 𝜙𝜙𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝐴𝐴 ) is caused from orbit 
estimation error, and the phase (𝜙𝜙𝑁𝑁𝑙𝑙𝑂𝑂𝑙𝑙𝐷𝐷 ) is for system noise. 
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Theoretically, to obtain the deformation of the earth surface, all the other phase information 
should be removed except the phase caused by geometric displacement. To process these 
SAR images listed in Table 1, firstly, the SNR (Signal Noise Ratio) of an interferogram shall 
be improved with multilook. An azimuth to range multilook factor of 5 to 1 for ENVISAT 
images and 4 to 2 or 1 for ALOS images are utilised. Then, the 90 m SRTM was used as the 
external DEM for subtracting the topography phase. For removing the orbital error of 
ENVISAT datasets, the precise orbits files which are distributed by Delft Institute for Earth-
Oriented Space Research (DEOS) are utilised. On the other hand, ALOS PALSAR dataset 
contains its precise orbit data. A further step to eliminate the orbit error was that ground 
control points were selected at the locations of no deformation or evidence of residual 
topographic fringes. The atmospheric error can be reduced with GPS measurement or other 
corrections, while the phase due to noise was reduced by using the Goldstein adaptive filter 
[20].  
 
Since the phase information obtained from raw interferogram is wrapped, which ranges from 
(-π, π), the step to rebuild the relative phase data is phase unwrapping. In the case of the 2008 
Sichuan earthquake, the seismic event ruptured a wide zone approximately of 300 km E-W by 
250 km N-S. To cover the whole coseismic area, multi-frame pairs of ALOS PALSAR 
imagery could be used [2-4]. However, the pair taken on 20 June 2007 and 22 June 2008 from 
ascending track 475, frame 613, only covers the epicentre of the Mw 7.9 earthquake, with 
looking angle around 34.3º. Due to the L-band’s ability of penetrating vegetation, using 
ALOS images to compute the deformation can achieve better coherence result. Fig. 2 (a) 
shows the differential interferogram of track 475, from which we can see the fringes along 
YB fault and use the information to visually define the fault area. To compute the 
displacement, the minimum cost flow algorithm [21] for phase unwrapping has been used to 
convert phase into displacement. However MCF underestimates the unwrapped phase value 
close to the fault due to high displacement gradient, mask of the incoherent areas is suggested. 

  
(a)                                            (b)                                                (c) 

Figure 2: (a) Interferogram of ALOS PALSAR for Sichuan earthquake (Track 475)   

(b) Interferogram from ENVISAT ASAR for 2009 L’Aquila (Track 79)  

(c) Interferogram from ENVISAT ASAR for 2009 L’Aquila (Track 401) 
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For the 2009 L’Aquila quake area, the LOS deformation is from -41 cm to 38 cm in track 79 
and -24 to 28 cm in track 401. The difference between the two tracks measurements can be 
caused by temporal difference and atmospheric impact and so on due to the image pairs 
acquired at different time. The interferograms of the L’Aquila seismic area are shown in 
Figure 2 (b) and (c). 

Modelling Method 
To further analyse the fringe pattern of phase obtained from the interferogram, the unwrapped 
phase result of displacement map is modelled with a finite dislocation model for earth surface 
deformation in an elastic and homogeneous half-space [15] to estimate the earthquake focal 
mechanism.  
 
As we can see from the interferogram results, it offers us millions of observations points. To 
improve the computational efficiency, we subsampled the L’Aquila displacement map at one 
point for every 500 m  500 m around the deformed area and one point for every 2000 m  
2000 m for the rest area. In total 9958 points and 7634 points for the track 401 pair and track 
79 pair were obtained, respectively. On the other hand, the Sichuan earthquake ruptured a 
very large area, and also the seismic zone had low coherence for further analysis. Therefore, 
we only selected one point for every 500 m  500 m near the fault and one point for every 
1000 m  1000 m to the rest, which yields 43234 points in total.  
 
The subsampled data was then utilised for estimating the parameters to describe the 
earthquakes. The parameters consist of length and width of the fault, depth of the hypocentre, 
strike angle and dip angle about the fault, rake angle for slip vector, the amount of slip and 
dilation of the earthquake. The mentioned eight parameters are then inverted by comparing 
the forward modelling of the displacement for east, north and up direction. This is a nonlinear 
inversion problem, thus a nonlinear inversion algorithm [22] assuming uniform slip on the 
fault plane has been used. The inverted fault parameters are obtained by minimising the misfit 
between the modelling result and DInSAR result and then finding the best-fit solution. The 
inversion problem is initialised with global CMT (Central Moment Tensor) result to set the 
bounds and save computational time. After the nonlinear inversion, the estimation of the slip 
distribution and fault plane in patches are inverted with linear algorithm. 

Discussion 
Figure 2 shows the interferometric phase change caused by the earthquakes and aftershocks 
during the period of images collection. After phase unwrapping and geocoding steps, the final 
displacement maps are generated for both earthquakes (Figure 3). The deformation for the 
2008 Sichuan earthquake is measured with the range from 0.9 m to -1.12 m in the LOS (Line 
of Sight) direction, which is about 0.4 m difference compared with result in [2]. For the 2009 
L’Aquila Earthquake generated deformation, the measurement is from -0.24 m to 0.28 m in 
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ascending pair and -0.41 m to 0.38 m in descending pair. The difference between the two 
pairs’ results could be due to the difference of temporal separation and looking geometry. The 
positive sign for the LOS deformation is defined as the distance between scatterer and satellite 
is decreased and negative vice versa. Nonlinear and linear inversions would have offset 
between the DInSAR and the model results. In this work, the offset values are 9.9 cm, 7.5 cm 
and 2.2 cm for the best fit model for Sichuan case, L’Aquila descending case, and L’Aquila 
ascending case, respectively. The ramp value has the relationship shown in Equation (3), 
where the offset is estimated by the nonlinear results. X and Y are the coordinates for each 
point with the coefficients a and b for the points. 

                                        Ramp =  offset +  X ∗ a +  Y ∗  b                                            (3) 
 

 
(a) 2008 Sichuan earthquake DInSAR and Modelling comparison 

 

(b) 2009 L’Aquila earthquake DInSAR and Modelling comparison (track 79) 

 

(c) 2009 L’Aquila earthquake DInSAR and Modelling comparison (track 401) 
Figure 3: DInSAR measurement and Modelling result comparison  
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The authors took a profile across the co-seismic area observed in each DInSAR displacement 
image and modelling image to compare the results. Figure 3 shows the subsidence in the 
seismic zone for the two earthquakes and modelling results correspondingly. Figure 3 (a) 
shows the mosaicked displacement map and modelling result for Sichuan earthquake, which 
covers most part of YB fault. The DInSAR result is different from [2], which could due to the 
use of a different pair of track 475 with a longer temporal baseline, but more clear 
interferogram. In the L’Aquila case, descending track 79 pair shows more complicated 
deformation from modelling results, due to a result of the different looking geometry of 
sensitivity. However, with the DInSAR results we can define the most likely strike angle and 
check with the modelling results. The coseismic parameters are modelled by minimising the 
misfit between modelling result and DInSAR result. Compared to the Sichuan earthquake, the 
L’Aquila earthquake impacted a much smaller area so that one ENVISAT ASAR image can 
cover the whole seismic area. The modelling results for the two seismic events are listed in 
Table 2. 

Table 2 Nonlinear Results for 2008 Sichuan earthquake and 2009 L’Aquila earthquake 

Event Width 
(km) 

Length 
(km) 

Top 
Depth  
(km) 

Strike 
(deg) 

Dip 
(deg) 

Rake 
(deg) 

Slip 
(m) 

Open 
(m) 

Sichuan (YB 
fault) 

36 159 1.9 236 38 139 3.16 0 

CMT*   12.8 231 35 138   
L’Aquila 

(Track 79) 
10.2 12.1 0.9 137 45 -100 0.42 0 

L’Aquila 
(Track 401) 

12.9 13.2 2.6 138 45 -100 0.54 0 

CMT*   12.0 120 54 -113   

 * Stands for global Centroid Moment Tensor results [23] and the depth is epicentre 
As for Sichuan earthquake we selected the interferogram covering the 12th May 2008 event 
epicentral area, a single fault model along the YB fault is utilised for the study. From global 
CMT results we know there were 9 aftershocks larger than Mw 5.0 occurred before the slave 
image acquired for the last pair to form the DInSAR. Different temporal baseline DInSAR 
pairs were mosaicked but had been trying to get close time line for the second image. Taking 
track 475 as an example, from the wrapped phase interferogram (Figure 2 (a)), we can set the 
strike angle with a boundary of 200º to 260º with respect to the initial strike angle from global 
CMT result of 231º. Then, we utilise the interferograms from ALOS PALSAR Fine Beam 
mode as it covers the YB fault area, choosing HH polarization for better backscatter and 
coherence. We set lame constant 𝜆𝜆 and shear modulus 𝜇𝜇 for 30 GPa assuming the uniform 
layer under deep earth. The modelling result shows right-lateral trend and a gentler dip-slip 
angle (15º) with reverse fault. Since the length are shorter as the interferogram covers smaller 
area compared to the whole YB fault, the moment magnitude estimated is Mw 7.9, which is 
close to global CMT result. Aftershock investigation and multi-frame interferograms could 
produce closer result to the CMT result. However, the LOS deformation of Sichuan we 
measured is much less than the field survey [24]. This is because the L band signal coherence 
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is lost when the surface displacement is too high (i.e. in the near fault field). In other words, 
the radar phase measurement reaches its saturation when the displacement gradient is higher 
that half wavelength per pixel, which is the case in the near fault field area. These 
phenomenon leads to error propagation and underestimation of the actual deformation 
measurement in the area. We achieved the moment magnitude of the earthquake 5.82 × 1020

 

N·m (Mw 7.8), which is a little less than USGS moment tensor result of 9 × 1020 N·m (Mw 
7.9). This is because the fault did not include the Beichuan-Qiangchuan (BQ fault). A two 
faults modelling for the whole fault system can be referred to Chini et al. [2].  
 
The cases for the L’Aquila event are different. The fringes are clear for the whole seismic area 
and it has less area losing coherence than the Sichuan earthquake. Figure 2 (b) shows area 
covered by both track 79 and track 401 and the relevant fringes. In other words, the 
ENVISAT ASAR interferograms captured the seismic event with short temporal baseline. 
The nonlinear inversion results show similar patterns from ascending and descending view for 
the earthquake, indicating it is a normal fault with slightly right lateral component. The 
geodetic moments for track 79 and track 401 inversions are 2.15 × 1018 N·m (Mw 6.2) and 
4.03 × 1018  N∙m (Mw 6.3), respectively, a little smaller than USGS result of  10 × 1018 
N·m (Mw 6.3). The rigidity modulus is assumed to be 30 GPa. The inversion results with 
damping value can be referred to Atzori and Antonioli [25] for detail. Track 401 and track 79 
achieved different results because the temporal baseline is different and the looking geometry 
is different. The deformation shown for the two L’Aquila displacement maps depict 
reasonable surface change. The modelling results are close to previous studies [8, 9]. 
 
The slip distributions for both tracks mapping the 2009 L’Aquila earthquake are inverted by 
linear inversion. The inverted slip distributions for each track are shown in Figure 4. 

 
(a)                                                                        (b)  

Figure 4: (a) Slip distribution estimated for L’Aquila earthquake in 2009 of track 79. (b) Slip 
distribution estimated from track 401.  
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Figure 5: Slip distribution of the Sichuan YB fault 

Figure 5 shows the modelling result of Sichuan earthquake, which models part of the faults. 
The slip distributions are less as the mosaicked displacement map has an area with low 
coherence area for consideration and not fully cover the second fault along Beichuan to 
Qingchuan. However, comparing to the 2008 Sichuan earthquake using L-band interferogram, 
it looks like that L’Aquila earthquake with C-band interferogram gives more clear fringes. 
This is because C-band has shorter wavelength and more sensitive to deformation. In the case 
of the Sichuan earthquake, due to the rugged terrain of the region, dense vegetation and 
rainfall, C-band could be more susceptible to be decorrelation than L-band. This is the reason 
we choose L-band interferogram for studying the Sichuan earthquake.  

Conclusion 
In this paper, we have studied both the 12th May 2008 Sichuan earthquake and 6th April 2009 
L’Aquila earthquake using DInSAR technique to measure the surface deformation. The 
ability of using L-band and C-band SAR data to measure deformation is also shown and 
analysed. The saturation in radar phase measurement should be taken into consideration to 
constraint the error propagation. An elastic model named Okada in half-space for dislocation 
is used and the modelling results are in good agreement with DInSAR results, global CMT 
results and USGS CMT results. Both Interferometry and seismology results show the 2008 
Sichuan earthquake is striking along South-West and North-East of inverted fault with right 
lateral strike slip, and 2009 L’Aquila earthquake is striking along South-East with SW-
dipping and right lateral strike slip. 

As a further analysis, we subsampled the interferograms into tens of thousands points, which 
is almost impossible for other conventional methods to achieve in a short period of time. 
Moreover, phase change is very sensitive to LOS surface change with centimetric accuracy, 
and these advantages make elastic half-space dislocation modelling based on DInSAR more 
reliable. We generated DInSAR results and modelling results using different bands (L-band 
and C-band) for the two seismic events and obtained satisfactory results. This shows the 
capability of DInSAR to map earthquakes and deliver comprehensive geological information 
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to assess local seismic hazard. There are some differences between DInSAR results and 
modelling results, and the atmospheric delay might be one of the reasons causing uncertainty 
in DInSAR measurements. Furthermore, it is possible to deliver quick response and produce 
near real-time assessment for future earthquakes with new generation of radar satellites. 
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Summary:  
This paper aims to present an approach for a fast, efficient and low cost algorithm for 
extracting building footprints from airborne Light Detection and Ranging (LiDAR) and 
Landsat data. LiDAR provides an accurate and efficient remote sensing method to measure 
ground features, which can generate a high resolution irregularly-spaced point clouds map in 
a 3-dimensional space. To identify building segments from LiDAR data, the common method 
is to separate the ground firstly and then classify buildings from the non-ground features, 
which is based on an accurate digital elevation model (DEM). The non-ground features 
mainly represent buildings, vegetation and cars. It is hard to distinguish buildings and dense 
vegetation among the non-ground features. It is possible to determine the density of green on 
a path of land by using Normalised Difference Vegetation Index (NDVI). The key objective 
of the research is to develop a cost efficient method to classify dense vegetation from 
buildings by introducing the Landsat Thematic Mapper (TM) and Enhanced Thematic 
Mapper plus (ETM+) data. NDVI images can be thus generated from multiple Landsat 
images a couple of month before and after (if applicable) the LiDAR data. Using NDVI map 
improves the Landsat spectral unmixing map to generate a more accurate abundance map.  
The classification map, which is in around 2-3 meter spatial resolution, is generated by using 
the sub-pixel mapping technique to help LiDAR vegetation classification.  
 
Keywords:  LiDAR, Landset, footprint, NDVI, statistic, spectral umixing, sub-pixel 
mapping, Classification 
 

Introduction 
 
Airborne light detection and ranging (LiDAR) provides an accurate and efficient remote 
sensing method to measure ground objects, which can generate a high resolution irregularly-
spaced point clouds map in a 3-dimentional space. To identify building segments from 
LiDAR data, the common method is to separate the ground first and then classify building 
from the non-ground features such as buildings, cars and vegetation. Those features are 
identified based on the LiDAR generated Digital Terrain Model (DTM)[1]. The classified and 
extracted data from LiDAR can be applied in many applications. For example the digital 
terrain model can be used to estimate the cost of road construction, or to build a hydro-
geological model to estimate flooding areas. The extracted vegetation can be used for 
environmental protection and monitoring purpose [2]. Building footprints, which outline the 
buildings, play an important role in wide range of applications in civil and environmental 
engineering. These can be used to estimate energy demands, urban development and road 
traffic designs [3]. 
 
There are two ways to extract buildings from LiDAR data. One is separating the ground, 
trees, buildings and other ground features individually. The more popular way approach is 
separating the ground first and then identifying other features [4]. There are many scenarios 
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have been proposed for the building footprint extraction. Alharthy and Bethel present a 
heuristic filter to separate buildings and trees [5]. Trees can be identified by comparing the 
elevation difference between the digital surface model and the digital terrain model, which are 
generated from the LiDAR first and last return data respectively. It is because that the laser 
beam can penetrate vegetation not buildings. However, the large and dense trees cannot be 
classified as the tree edge has large elevation difference as well. Zhang presented a region-
grow algorithm based on the plane-fitting technique to identify non-ground features. The 
buildings and vegetation are separated based on the surface roughness [4]. However, it is still 
difficult to distinguish large dense vegetation and small isolated buildings. 
 
The critical step of building footprint extraction is to distinguish building and dense 
vegetation among the non-ground features [4]. It is possible to determine the density of green 
on a path of land by using Normalized Difference Vegetation Index (NDVI). The key 
objective of the research is to develop a cost efficient method to classify dense vegetation 
from buildings by introducing the Landsat Thematic Mapper (TM) and Enhanced Thematic 
Mapper Plus (ETM+) data. Landsat images, which are frequently updated and even allow 
extracting historical information on urban vegetation [6], could be used to do vegetation 
statistical analysis in the area of interest. 
 
The primary objective of this research is to extract building foot from LiDAR data with 
auxiliary optical satellite images from Landsat. This research aims to improve current 
methods of extraction building footprints from exclusive LiDAR cloud point data source. To 
overcome the challenge of distinguishing large and dense vegetation from buildings, a free 
and easily accessible data source, Landsat satellite image, is brought in. Abundance maps for 
end-members such as bare soil, buildings, vegetation and roads can be generated, by using 
spectral unmixing technique on Landsat images.  The NDVI values of the area of interest 
calculated from Landsat images, can be used to refine the vegetation proportion value in the 
abundance map, thus the vegetation classification accuracy will be improved. Sub-pixel 
mapping technique can be used on the abundance maps to generate a finer scale classification 
map, thus building will be better extracted. 
 

Current Progress 
 
By doing segmentation on the slope raster image, most of the building outlines can be 
identified, however the result is not very well. The algorithm assumes that the site topography 
is relatively flat, which results in the object misclassification. Objects that with low slopes 
and pitches will correspond to low-value pixels in a slope image; other source data need to be 
introduced to help segmentation and classification; a DEM can be added instead of using the 
ground value assumption.  
 
Pre-processing  

The original point cloud data need to be filtered and interpolated before processing, as the 
original LiDAR raw data are irregularly-spaced points, each point is assigned to a cell in x 
and y coordinates. If more than one point falls into the same cell, the lowest elevation value is 
selected as the value in the cell. If there are no data in to cell, the nearest neighbor algorithm 
is used to interpolate the cell value. If there is a big area without value then the area is 
considered as water. The DSM raster image and slope image shown below is generated based 
on the original data. The slope image distinguishes building and tree edges clearly, which also 
contains the unique classification information.  
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Figure 1 Digital Surface model 

 
Figure 2 The slope image 

 
 
Segmentation  

The purpose of contrast split segmentation is to create target objects on the slope layer. The 
objects are classified into ’dark’ and ’bright’ groups based on the slope value. The purpose of 
using multi-resolution segmentation around buildings on the aerial optical image layer is 
trying to generate small segments to apply region grow algorithm to have a better building 
outline.  

 
Figure 3: Contrast -split segmentation 

 
Figure 4: Multi-resolution segmentation 

 
Classification  

Firstly, we classify the ground by matching minimum pixel values in the object to the ground, 
which is calculated by using the quartile statistic method. This scenario classifies building as 
ground where the slope is not relatively small by mistakes. Then, we further classify and 
refine buildings by analyzing elevation differences from its neighborhood, taking into account 
area features. The building outline is modified by observing the spectral similarity and 
implementing the building region growing. The last step is filling small holes on roofs, which 
are surrounded and enclosed by buildings.  
 

 
Figure 5: Assigned buildings 

 
Figure 6: Building region growing 

Result  
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The current result in Figure 7 shows that most of the buildings are well recognized. However, 
there are blemish on two buildings. The first one is due to glass roofs, which allow most of 
the LiDAR signal penetrating down to the building floor, so this building is not clearly 
distinguished. For the second one, vegetation areas surrounded by buildings are misclassified, 
when using the scenario to fill the unclassified small holes on the roof.  
 

 
Figure 7: Current experiment result 

 
 
The ground features, which have low slopes and pitches, will correspond to low-value pixels 
in a slope image. Figure 8 shows that a low slope building which most area of roof (red) is 
classified as vegetation (green). To improve this scenario, other data source could be 
introduced to help segmentation and classification. Using a Digital Elevation Model (DEM) 
instead of using the ground value assumption.  

   
Figure 8: Side view, top view and classification of low slop building 

 
Further works  
 
As the misclassification occurs by using the statistic value to classify ground, an accurate 
Digital Terrain Model (DTM) by using a progressive morphological filter is necessary and 
helpful for the classification. By comparing each pixel elevation value on the Digital Surface 
Model (DSM) with a reasonable threshold, it is easy to separate bare ground from other 
features. Moreover it is also a good reference for filtering objects with a relatively low height, 
such as low bush, cars and etc.  
 
Normalized Difference Vegetation Index (NDVI) could also be introduced to classify 
vegetation areas. However, this index number depends on the season and species of trees. 
Landsat program has been collecting images since 1972 and its extensive archive provides 
multiple images for the area of interest which were captured similar time period of the LiDAR 
image. By doing the statistical analysis on multiple NDVI maps and comparing with the high 
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resolution aerial photo, a weighted map could be generated from the NDVI maps. Then the 
weighted map could be used to adjust the abundance map, which shows the proportion of 
vegetation in each pixel. The number of returns in each region is used to classify objects on 
their penetration features. The non-penetrate objects such as bare ground, buildings only have 
one signal return to the sensor. By contrast, the vegetation areas generally produce multiple 
returns from 2 to 5, dependent on the density of the vegetation.  
 
To overcome the current methodology weakness on distinguishing dense vegetation and 
buildings, the following method is developed.  
 
 

LandSAT 
images

Abundance map NDVI maps

Refine

Classification map

Current result

Buildings Dens Trees

Footprints

 
Figure 9: The flowchart of developed method to overcome the current weakness 

 
Spectral unmixing 
 
Unlike the active LiDAR remote sensing, the Landsat images were captured passively. The 
TM and ETM+ sensors collect solar radiation reflection from the ground features in different 
bands. Different ground features have different reflectance respect to the wavelength. Figure 
10 illustrates the linear mixing where the incident solar radiation is reflected from surface 
through a single bounce and the surface consists of distinct endmembers [7] 
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Figure 10: Endmember reflectance spectra derived using geometric endmember 

determination 

 
The spectral unmixing technique can be used to generate the abundance map for 
endmembers[8]. Figure 11 shows the abundance map for four different ground features, 
where endmember 1 is bare soil and road, endmember 2 is associated with grass and low bush 
and endmember 3 and 4 correspond to two varieties of trees. This technique can be used on 
the area of interest in Landsat images.  
 

 
Figure 11: Abundance maps for four endmembers 

 
The result abundance map gives the proportion of each ground feature in the fraction of a 
pixel size, which is 30 meters. The Landsat images are introduced to improve the 
classification of dense vegetation and buildings, so the area of interest only concerns dense 
vegetation, bare soil, and buildings. The rest ground features such as small bushes, cars and 
rivers are all identified or filtered out in the previous steps. As the first step is to filter out bare 
ground by using progressive morphology filter, the ground abundance map can be refined by 
calculating the LiDAR digital terrain model. 
 
Abundance map refinement by NDVI  
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To classify vegetation from buildings, a Normalized Difference Vegetation Index map is 
calculated by using NIR and Red Band from Landsat image. Landsat images which are 
around one month before or after the LiDAR acquire time are selected. One image is selected 
as master image and co-registration while the rest are slave images. Then the calibration is 
used to remove the radiometric reflectance. Meanwhile the Landsat master image and LiDAR 
image co-registration in same coordinate system need to be done as well. Multiple Landsat 
images before and after LiDAR capture time can be used to generate vegetation weight based 
on statistics, which is used to refine the abundance map. The refined abundance map is at the 
medium resolution, which is 30 meters. The abundance map can be used to generate a 
classification map. 

 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =  𝑁𝑁𝑁𝑁𝑁𝑁 − 𝑁𝑁𝑅𝑅𝑁𝑁
𝑁𝑁𝑁𝑁𝑁𝑁 + 𝑁𝑁𝑅𝑅𝑁𝑁 (1) 

 
Classification map  
 
The refined abundance map can be used to generate a classification map which is spatial 
resolution improved. Figure 12 shows the procedure of using the sub-pixel mapping technique 
to generate the hard classification fine scale map.[9] 
 

 
Figure 12: Hard classification with finer scale 

 
Conclusions and perspective 

 
From the current experiment result, it can be concluded that objects that with low slopes and 
pitches will correspond to low-value pixels in a slope image. Therefore, other source data 
need to be introduced to help segmentation and classification. To overcome this, this research 
implements the spectral unmixing and the subpixel mapping technique on multiple Landsate 
images for a finer resolution classification map, which helps LiDAR distinguish dense 
vegetation and building. Better results on extracting buildings from LiDAR data can be 
achieved to meet the general purpose of building footprints extraction, as the building 
footprint, which outlines buildings, plays an important role in a wide range of applications in 
the civil and environmental engineering. 



Page 270  Proceedings from 14th Australian Space Research Conference, 2014

 
 

References 
 
 
1. Rottensteiner, F. and J. Jansa, Automatic extraction of buildings from LIDAR data and aerial images. 

International Archives of Photogrammetry Remote Sensing and Spatial Information Sciences, 2002. 
34(4): p. 569-574. 

2. Forlani, G., et al., Complete classification of raw LIDAR data and 3D reconstruction of buildings. 
Pattern Analysis and Applications, 2006. 8(4): p. 357-374. 

3. Jensen, J.R., Remote Sensing of the Environment: An Earth Resource Perspective 2/e. 2009: Pearson 
Education India. 

4. Keqi, Z., et al., A progressive morphological filter for removing nonground measurements from 
airborne LIDAR data. Geoscience and Remote Sensing, IEEE Transactions on, 2003. 41(4): p. 872-
882. 

5. Alharthy, A. and J. Bethel, Heuristic filtering and 3D feature extraction from LIDAR data. International 
Archives of Photogrammetry Remote Sensing and Spatial Information Sciences, 2002. 34(3/A): p. 29-
34. 

6. Van de Voorde, T., J. Vlaeminck, and F. Canters, Comparing different approaches for mapping urban 
vegetation cover from Landsat ETM+ data: a case study on Brussels. Sensors, 2008. 8(6): p. 3880-
3902. 

7. Keshava, N. and J.F. Mustard, Spectral unmixing. Signal Processing Magazine, IEEE, 2002. 19(1): p. 
44-57. 

8. Cuartero, A., A.M. Felicisimo, and F.J. Ariza, Accuracy, reliability, and depuration of SPOT HRV and 
Terra ASTER digital elevation models. Geoscience and Remote Sensing, IEEE Transactions on, 2005. 
43(2): p. 404-407. 

9. Mertens, K., Sub-pixel mapping: A comparison of techniques. 2008, Ghent University. 
 



Proceedings from 14th Australian Space Research Conference, 2014      Page 271

Remote Sensing Image Classification of Environmental 
Hazards Using Information from Multiple Perspectives 

 
Liyuan Li, Linlin Ge, and Xiaojing Li 

 
Geoscience and Earth Observing Systems Group (GEOS), School of Civil and 
Environmental Engineering, UNSW Australia, Sydney NSW 2052, Australia 

 
Summary: Environmental hazards cause tremendous damage around the world every 
year. As one of the typical approaches to analyse environmental hazards, automatic 
image classification using remote sensing data has been broadly applied. Nonetheless, 
the classification problem can be complicated and the quality of classification results 
can be affected. This research introduces the complexity of environmental hazard 
images, and develops a new image classification method for further discussion. 
Experiments on three different types of hazards (flood, bushfire and oil spill) are 
demonstrated. The experiments show that the proposed method is able to generate 
high quality mapping results for the three cases. To be more specific, noise-like 
misclassification spots are reduced and the boundaries of regions are better preserved. 
Hence these results could be preferable when they are converted into polygons. While 
the study on various cases are still necessary, the proposed method shows a potential 
to provide better support for the emergency response to some environmental hazards. 
 
Keywords: Image classification, environmental hazards, remote sensing, emergency 
response 
 

I. Introduction 
 
The 2009 Black Saturday Bushfires in Victoria resulted in AU$4.4 billion damage and 
173 fatalities. In total 7,562 people were displaced and 1,100,000 acres of land were 
burnt. Apart from bushfires, however, environmental hazards such as flood and oil 
spill also cause tremendous damage in Australia. Fig. 1 illustrates some major 
disasters in Australia in recent years.  
 

   
a) b) c) 

Fig. 1 Some major disasters in Australia. a) The 2009 Black Saturday Bushfires1, b) 
the 2010-2011 Queensland floods2, c) the 2009 Montara oil spill3. 

 
Since it is difficult to make accurate prediction on environmental hazards, quick 
                                                
1 Available at: http://www.blacksaturdaybushfires.com.au/ 
2 Available at: http://en.wikipedia.org/wiki/2010%E2%80%9311_Queensland_floods 
3 Available at: http://www.news.com.au/national/photos-e6frfkp9-1225960174416?page=2 
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assessment of the hazards is essential to enable prompt response and mitigate their 
effects. The extent of hazards can be assessed with ground survey. This approach 
often takes a considerable period of time to collect data. An alternative solution is to 
collect remote sensing data and run automatic analysis process on computers. 
Comparing with ground survey, the remote sensing approach usually costs less, 
requires less human involvement and takes less time to acquire intelligence [1]. 
Moreover, remote sensing data allow indirect access to remote and dangerous areas, 
cover vast areas, and provide dense samples. The accuracy of image classification 
results, however, is restricted by the resolution of images to some degree. When it is 
compared with the accuracy of total stations (could be millimetres or higher [2]), for 
instance, it could be lower. The classification quality can be affected by some 
characteristics of the images (such as the variation of illumination conditions, the 
variation of terrain, and the non-homogeneity within each class, refer to Fig. 2) as 
well. The resulting classification maps usually have some noticeable artefact. 
 

   
) b) c) 

Fig. 2 Some characteristics of the images that affect automatic classification results. a) 
Possible cloud shadow in the aerial image makes the illumination of flood area 
different; b) the variation of terrain: due to position of the sun, left sides of the 
mountains appear darker; c) the non-homogeneity within each class: trees in the left 
side show different patterns from the right side. 
 
In order to deliver better results, some researches have proposed to use environmental 
indices for classification. In [3,4], the authors used Normalised Difference Vegetation 
Index (NDVI) and Normalised Burn Ratio (NBR) to map the extent of bushfire. 
Although the indices can depict bushfire clearer than individual bands, the 
classification results still contain some noise-like misclassification spots and can be 
further improved. Another example is in [5], Normalised Difference Water Index 
(NDWI) had been applied for the mapping of flood. The index was shown to be more 
effective than density-slicing approach and tasselled cap transformation. In general, 
however, environmental indices are effective for limited types of objects. Their 
effectiveness varies from case to case, and sometimes may not be good enough to 
render the objects (e.g., [6] showed that NBR can perform poorly in rendering 
bushfires).  
 
These approaches are pixel-wise image classification based on spectral features. They 
are limited in two aspects. First, it is sometimes difficult for them to distinguish 
different classes when only a few bands are provided. An example is in the mapping 
of oil spill, where single polarisation radar images (typically C band) are usually 
applied. In order to distinguish oil slicks and look-alikes (which can be complicated in 
oil spill mapping [7]) using a few radar bands, methods have been developed using 
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texture (e.g., statistics features [8,9], and wavelet / Gabor filtered bands [10]). Second, 
colour (or broadly speaking, spectrum) is only part of the useful information contains 
in a remote sensing dataset. Texture, region [11,12], shape [13] and even phase [14] 
could also be the important features that define the difference between classes. Some 
multiple features based image classification methods taking into account these 
features have been developed [15,16]. They usually performed better (than methods 
based on single type of features) in complicated cases, and have been applied to the 
classification of urban areas, vegetation, etc.  
 
This research develops a new image classification method for the mapping of 
environmental hazard, which integrate spectral, textural and regional features to 
improve the classification quality. And the applications on different environmental 
hazard cases are studied. This article is structured as following. In Section I, research 
background, related studies on the mapping of environmental hazard and the aim of 
this research are introduced. Then the features we applied for classification and the 
details of the new classification method are revealed in Sections II and III. In order to 
validate the new method, hazards and the corresponding experiments (i.e., mapping of 
flood, bushfire and oil spill extent) are discussed in Sections IV and V. Finally, 
Section VI concludes this research effort and discussed about the future work.  

III. Integrating Features from Different Perspectives 
 
Image classification consists of two major steps: feature extraction and classification. 
Owing to the variety of remote sensing data (visible imagery, infrared imagery, radar 
imagery, etc.) and the variety of earth surface, the useful information for image 
classification can be very diverse. In order to maintain as much useful information as 
possible for analysis, we proposed to make use of the information from three different 
perspectives, namely, spectrum, texture and region. 
 
1) Spectral features 
In many cases, data from multiple bands and sensors are available. Since it is usually 
ineffective to use all the bands for classification (In [17], the authors showed that it is 
not the more input features the better – classification accuracy can be affected by 
Hughes phenomenon), a proper scheme need to be developed to reduce the volume of 
input features while maintaining most of the useful spectral information. To meet the 
requirements, different environmental indices are used to depict the most significant 
features (e.g., for bushfire, NDVI and NBR will be calculated). Then, all input bands 
are normalized by their variances, before Principal Component Analysis (PCA) is 
applied to compress the majority of spectral information into a few principal bands. 
That is, principal components and environmental indices are used as spectral features. 
In some cases, however, the situation can be more complicated. Fig. 3 shows a true 
colour image of flood area. Trees that are half submerged by flood make the image 
classification complicated (i.e., the spectral information of flood are partially “hidden” 
by the trees). If spectral features were extracted directly from the images, the half 
submerged trees could be misclassified as non-flooded. To avoid this problem, these 
trees are regarded as impulsive noise and a pair of mathematical morphology 
operators has been used for the noise suppression (this filtering process is done in 
MATLAB). The operators are opening and closing, which are illustrated below. 
 

𝑓𝑓⊖ 𝑏𝑏 = min 𝑓𝑓 𝑥𝑥 + 𝑥𝑥!,𝑦𝑦 + 𝑦𝑦! − 𝑏𝑏 𝑥𝑥!,𝑦𝑦!   |   𝑥𝑥!,𝑦𝑦! ∈ 𝐷𝐷! ,        (1) 



Page 274  Proceedings from 14th Australian Space Research Conference, 2014

𝑓𝑓⊕ 𝑏𝑏 = max 𝑓𝑓 𝑥𝑥 − 𝑥𝑥!,𝑦𝑦 − 𝑦𝑦! + 𝑏𝑏 𝑥𝑥!,𝑦𝑦!   |   𝑥𝑥!,𝑦𝑦! ∈ 𝐷𝐷! ,        (2) 
𝑓𝑓 ∘ 𝑏𝑏 = 𝑓𝑓⊖ 𝑏𝑏 ⊕ 𝑏𝑏,                       (3) 
𝑓𝑓 ∙ 𝑏𝑏 = 𝑓𝑓⊕ 𝑏𝑏 ⊖ 𝑏𝑏,                       (4) 

 
where ⊖ and ⊕ are morphological erosion and dilation resp.,  
      𝑓𝑓 is the input image,  
      𝑥𝑥,𝑦𝑦 are the coordinates of the pixel, 
      𝑏𝑏 is structural element, 
      𝐷𝐷! is the set of relative locations that are included in a structural element, 
      ∘ and ∙ are morphological opening and closing, respectively. 
 
 

  

 

 a) b)  
Fig. 3 True colour image of flood area. a) Original image (the dark spots in the left 
side are trees that are half submerged by flood), b) result of morphological filtering. 

 
2) Textural features 
Although spectral features are considered to be crucial in image classification, the 
support of textural features is sometimes necessary to differentiate different classes 
(especially when only one or a few bands are available, and the patterns of different 
classes are detectable). Textural features that are commonly applied in image 
classification include variance, entropy, Gray-Level Co-occurrence Matrix (GLCM) 
features, wavelet bands, Gabor filtered bands, etc. Most of these features are extracted 
by sliding a window across the whole image and running the corresponding 
calculation within each window. The window is typically slid pixel by pixel. Running 
this processing on a remote sensing image, however, can be slow and may not satisfy 
the requirement of quick analysis – the volume of remote sensing data are sometimes 
huge (e.g., when the full extent of a satellite image is considered) and the pixel-wise 
sliding scheme increases the amount of computation significantly. In order to avoid 
this problem while maintaining the accuracy of feature extraction, a set of overlapped 
windows are developed to extract the textural features (the feature extraction process 
is done in MATLAB in our experiment). The windows are designed to have some 
degree of overlapping, and the statistic results of each window will be assigned only 
to the central pixels. The feature extraction process can be expressed as 
 

𝑓𝑓! 𝑥𝑥,𝑦𝑦 = 𝑆𝑆(𝑓𝑓 𝑊𝑊! ),∀   𝑥𝑥,𝑦𝑦 ∈ 𝐶𝐶! , 
 
where 𝑓𝑓 is the input image,  
      𝑓𝑓! is the textural features, 
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      𝑥𝑥,𝑦𝑦 are the coordinates of the pixel, 
      𝑆𝑆 is the operator that specifies the feature being extracted (e.g., variance); 
      𝐶𝐶! is the set of pixel coordinates corresponding to the 𝑖𝑖th window centre ; 
      𝑊𝑊! is the set of pixel coordinates corresponding to the 𝑖𝑖th window; 
      𝐶𝐶! is in the centre of 𝑊𝑊!;  
      The size of window centre should be a factor of image size and window size. 
 
An example is showed in Fig. 4. There are three 4×4 windows with 50% overlapping 
rate. The statistic result of each window is only assigned to the central pixels to 
maintain accuracy. Comparing with pixel-wise sliding scheme, this setting increases 
the computing speed by 4 times. 
 

 
Fig. 4 Overlapped windows for textural feature extraction. There are three 4×4 
windows with 50% overlapping rate. The statistic result of each window is only 

assigned to the central pixels to maintain accuracy. 
 
3) Regional information 
Since remote sensing imagery is the representation of earth surface, adjacent pixels 
are more or less related. In [11], the concept of spectral and spatial information is 
discussed, and the authors proposed to use segmentation results to support image 
classification. By dividing image into small segments, pixels in the same region can 
be considered as similar, despite their difference from a global point of view. This can 
help to reduce the noise-like misclassification spots significantly. To support image 
classification, the segmentation method applied to generate segments should be 
“conservative”. That is, it is usually better to over-segment than to under-segment, 
since large segments have a high risk of involving pixels from different classes. In 
order to generate slightly over-segmented maps (i.e., the sizes of segments are slightly 
small than the objects that we are interested in), avoid extremely large segments and 
too fragmental results, conventional methods such as watershed and region growing 
have not been used. The methods tend to generate segments in various sizes. Some are 
too small while some could be too large. That is, when the settings (e.g., filtering 
method, edge detection method and connectivity in watershed) are “conservative” 
enough, the segmentation results are usually too fragmental. Instead, full λ-schedule 
segmentation [18] is applied to generate segments (the segmentation is done on 
ERDAS in our experiments). And once the image is segmented using full λ-schedule, 
the mean values of each region, etc. are extracted as regional features. Full λ-schedule 
segmentation merges adjacent regions iteratively depending on a merging cost. For 
adjacent regions i and j, the merging cost tij (ranges from 0.0 to 100.0) is 
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𝑡𝑡!" =

|𝑂𝑂!|×|𝑂𝑂!|
|𝑂𝑂!|+ |𝑂𝑂!|

𝒖𝒖! − 𝒖𝒖!
!

length 𝜕𝜕(𝑂𝑂! ,𝑂𝑂!)
,                    (5) 

 
where Oi, Oj are regions i and j of the image, 
      | Oi |, |Oj | are the areas of regions i and j,  
      ui, uj are the mean values of regions i and j, 
      length(𝜕𝜕(Oi, Oj)) is the length of the common boundary of Oi and Oj. 

IV. Mapping Environmental Hazards 
 
There is a common concern in the analysis of environmental hazards, namely, the 
extents of the hazards. This can be estimated by image classification. In a two classes 
classification, extent of hazard is depicted by the class of abnormal area (in opposite 
to the class of normal area). Combing with the features discussed in Section II, a new 
image classification method for the mapping of environmental hazards is developed. 
The overall structure is available in Fig. 5. The method consists of three major steps: 
image pre-processing, feature extraction and classification. This pre-processing is 
shown in the flow chart. Once it is done, three types of features will be extracted from 
the integrated dataset. 
 

Input data

Filtering (denoising, etc.)

Multimodal?Co-registration

Design overlapped windowsFiltering (remove 
irrelevant small objects)

Full λ-schedule 
segmentation

Calculate PCA and 
environmental indices as 

spectral features

Extract textural features
Extract region-based 

features

Neural network classifierTraining neural network

Output classification 
map

Y
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Fig. 5 Overall structure of the proposed method.  

 
1) Spectral features: the first 2~3 bands of PCA, related environmental indices (e.g., 
NDVI, NDWI and NBR). The original data will be filtered before feature extraction, 
if necessary; 
2) Textural features: statistic features such as mean, variance and entropy. A set of 
overlapping windows are applied to extract the features. These windows can help to 
improve computing efficiency while maintain accuracy; 
3) Region-based features: the features of each region (e.g., mean value of the region). 
The regions are acquired by segmenting the original image using full λ-schedule. 
  
Given the features from different perspectives, a multi-dimensional feature space is 
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built. Each dimension represents an individual feature and each point in the feature 
space represents the features related to an individual pixel. In our method, 
feedforward neural network (NN) with 2 hidden layers is trained for the classification 
task in feature space (the process is done in MATLAB in our experiment). The output 
of neural network classifier is used to plot the final classification map. 
 

IV. Cases of Environmental Hazard 
 
Three remote sensing datasets on different environmental hazards are provided to 
validate the proposed method. Details of the three hazards are shown below. 
 

   
a) b) c) 

Fig. 6 Remote sensing data of environmental hazards. a) The 2009 New Angledool 
flood: ADS40 airborne optical data and COSMO-SkyMed radar data; b) the 2009 

Victorian bushfires: Landsat-5 optical data; c) the 2010 Deepwater Horizon oil spill: 
COSMO-SkyMed radar data. 

 
1) The 2009 New Angledool flood. In the early months of 2009, a vast area of 
Queensland was affected by flooding, due to heavy rainfall. According to the news 
(March 18, 2009) of State Emergency Service (SES), NSW, New Angledool was 
expected to be "isolated (by flood) later this week"[19]. Two sets of remote sensing 
images and a helicopter survey data provided by SES (polygon data collected by 
helicopter GPS surveying) are available for the cases. They are selected since the 
datasets are acquired a few days after the flooding and cloud free. The details are 
available in Table 1. 
 

Table 1 Details of the datasets 

Dataset Size Resolution 
(m) 

Pre-processin
g Acquire date 

COSMOS-SkyMed 27304×29566 2.5 SLC 19&20/03/2009 

ADS40 51950×41202 0.2 Calibrated & 
Geocoded 

March, after 
flooding 

Helicopter survey NA NA NA March, after 
flooding 

 
2) The 2009 White Timber Spur fire in Dargo, Victoria. Due to the extreme weather, a 
series of bushfires were burnt across Victoria in 2009. Bushfire was reported near 
Dargo, Victoria on February 07, 2009 [20]. Cloud free Landsat 5 TM data (Level 1, 
resolution: 30m, size: 8121×7191) acquired on February 25, 2009 are available for 
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the case. As it takes months for the area to recover [20], the Landsat data are 
considered to be suitable. 
 
3) The 2010 Deepwater Horizon oil spill. The oil spill began on 20 April 2010 in the 
Gulf of Mexico due to explosion. By the end of April, the oil slicks were "reaching 
the vulnerable Louisiana coastal wetlands"[21]. COSMOS-SkyMed (calibrated and 
geocoded from SLC data, size: 4103×2980, resolution: 4 m) acquired on May 2, 
2010 are available. Since the data acquired soon after the spreading of oil slicks, it is 
able to depict the effect of this oil spill. 

V. Experiments 
 
Experiments are conducted for the three environmental hazards introduced above. In 
the first case, both the ADS40 and COSMOS-SkyMed data are resampled to 4m 
resolution for registration. 
 
1) The 2009 New Angledool flood. Flood extent measured by helicopter surveying is 
illustrated in Fig. 7. And in  

   
a) b) c) 

   
d) e) f) 

   
g) h) i) 

Fig. 8, the classification results using different methods, the overlapped views of the 
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classification maps and original optical image, and the comparison between 
classification maps and survey data are shown. By comparing the results with 
helicopter survey data, classification accuracy is assessed and illustrated in Table 2.  
 

 
Fig. 7 Flood extent estimated by helicopter survey. 

 

   
a) b) c) 

   
d) e) f) 
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g) h) i) 
Fig. 8 Classification results using different methods. From a) to c): classification 

results using spectral features + NN, textural features + NN, and the proposed method; 
from d) to f): overlapped views of the classification maps and original optical image; 

from g) to i): the comparison between classification maps (blue) and survey data 
(red). 

 
Table 2 The similarity between classification maps (denoted as “C”) and helicopter 

survey data (denoted as “S”). 
Spectral + NN Textural + NN The proposed method 

 Flood Others  Flood Others  Flood Others 
Flood 94.2% 5.8% Flood 97.3% 2.7% Flood 98.3% 1.7% 
Others 13.5% 86.5% Others 7.5% 92.5% Others 5.0% 95.0% 
 
2) The 2009 White Timber Spur fire in Dargo, Victoria, and the 2010 Deepwater 
Horizon oil spill.  

    
a) b) c)  d) 

    
e)  f)  g) h) 

Fig. 9 shows the classification results using different methods. The overlapping views 
of the classification maps and original images are also shown in Fig. 10. 
 

    
a) b) c)  d) 

S S S C C C 

Bushfire Bushfire Bushfire 
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e)  f)  g) h) 

Fig. 9 Classification results using different methods. From left to right: original 
images, classification results using spectral features + NN, textural features + NN, and 

the proposed method.  
 

 

  

 

 

a)   b)  
Fig. 10 Overlapping views of the classification maps and original images: a) bushfire, 

b) oil spill.  
 
 

   
a) b) c) 

   

Bushfire Oil slick 

Oil slick Oil slick Oil slick 
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d) e) f) 

   
g) h) i) 

Fig. 8 and Table 2 show that the result of the proposed method has the highest 
similarity with the helicopter survey data, in both flooded areas and non-flooded areas. 
Specifically, the mapping similarity of flood extent is higher than 98%. Moreover, 
noise-like misclassification spots appear in the first two results are reduced 
significantly in the third one. This improves the visual quality of classification map 
and makes the boundary of flood more explicit. Meanwhile,  

    
a) b) c)  d) 

    
e)  f)  g) h) 

Fig. 9 indicates that the mapping results of the proposed method contain less 
misclassification spots and have clear boundaries as well. In short, for the three cases 
of environmental hazards, the proposed method showed the ability to generate 
mapping results with less misclassification spots and more explicit boundaries. And a 
very high similarity with helicopter survey data is shown in the first case. The 
performance could be explained as below. 1) PC bands and environmental indexes 
were used for spectral features after morphologic filtering, this can alleviate the 
influence of irrelevant objects (e.g., half-submerged trees in flood) and preserve 
significant information for classification; 2) by combing different types of features 
(spectral, textural and regional) in neural network classifier, more comprehensive 
interpretation on the image are provided. Besides, instead of classifying images 
segment by segment using segmentation results, the segmentation results are used to 
support the extraction of regional information. This can alleviates the problem caused 
by segmentation error. 
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VI. Conclusion  
 
Owing to some advantages that ground survey is difficult to achieve, remote sensing 
data is used for the near real-time analysis of environmental hazards. The complexity 
of the scenes, however, could sometimes make the classification difficult. In the paper, 
we discussed the way to improve the quality of classification results, and a new image 
classification method using features from multiple perspectives was developed. The 
method integrates features from multiple perspectives in an NN classifier to classify 
images. Experimental results indicated that, for some of the environmental hazard 
cases, the method performs well in reducing classification artefact and preserving 
boundaries. And in the case of the 2009 New Angledool flood, a 98% classification 
similarity with helicopter survey data was shown. Besides, the design on extracting 
textural features (which usually take a relatively long time) helps to improve 
computing efficiency. 
 
Since the mapping results contain less noise and have explicit boundary, it is 
preferable when converted into polygons. The results can be used to support volume 
calculation, damage assessment, the planning of evacuation and rescue, etc. In the 
future study, we will look into the design of classifier and post-classification process, 
thus to further improve the method. 
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Summary: Coastal erosion has long been a threat to the safety and property of coastal 
residents in many countries including Australia. When coastal erosion occurs, coastal roads 
and infrastructures will be destroyed, which can increase the flooding potential and lead to 
transportation issues. Satellite imagery has the advantage of large temporal coverage, which 
enables long-term measurements with data from many years till now. In this paper, an 
integrated methodology using satellite imagery to detect the long-term coastal erosion is 
proposed. Linear spectral unmixing and sub-pixel classification are the key techniques to 
attain the water-land boundaries in a sub-pixel level and the introducing of a simplified tidal 
model enables the identification of eroded areas. In the experiment, Landsat TM 5 imagery is 
utilised to detect the coastal erosion at East Gippsland, Victoria, Australia. The results prove 
that Landsat multi-spectral images with medium resolution have the potential to detect long-
term coastal erosions in a sub-pixel level. 
 
Keywords: Coastal erosion, spectral unmixing, sub-pixel classification, tidal model, multi-
spectral images 
 
 

1. Introduction 
 
Coastline describes the land-water interface (LWI) segregating a standing body of water from 
land [1]. Coastal erosion can decrease the protection from coastal infrastructures, which 
increased flooding potential. Since the beach-front roads and buildings can be eroded, it can 
lead to transportation issues as well as coastal property loss. Moreover, the change of 
coastlines might affect the plants and animals and cause eco-system shifts. 
 
Traditional beach surveying method [2] using total stations and levels can provide accurate 
results. However, it is labour-intensive and time-consuming. A more recent in-situ method 
using kinematic differential GPS is accurate and relatively rapid [3], while it still involves 
field work. Aerial photography [4] and airborne LiDAR [5] are limited in their temporal and 
spatial availability [6]. Video imaging [7] method can provide temporally dense data while it 
is spatially limited [6]. Compared with those approaches, satellite remote sensing can provide 
data with a very large coverage as well as long period of time. 
 
So far, a large amount of research on coastline extraction with remote sensing imagery has 
been conducted. Puissant et al. [8] used mathematical morphology method to precisely locate 
the coastlines in Very High Resolution (VHR) multispectral images. CHEN et al. [9] 
developed a software package to extract the coastline from Terra satellite ASTER images 
using MATLAB as the programming tool. However, many papers were focused more on the 
extraction of the instant water-land boundary without further analysis of results over a long 
period. 
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This paper aims to propose an integrated methodology to detect the long-term coastal erosion 
using multi-spectral images. The most significant advantage of Landsat imagery is its large 
temporal coverage, which is appropriate for detecting slow changes like coastal erosion. 
Although the imagery has a medium resolution of 30m (and band 6 is 120m) which is not 
high enough to detect coastal erosion, pixels can be separated into several sub-pixels by 
spectral unmixing and sub-pixel classification; thus the resolution of extracted boundaries can 
be significantly improved. The expected results will not only benefit coastal residents as 
disaster prediction, but also provide useful information for urban planning and research of 
climate changes. 
 
 

2. Experimental Methodology 
 
The eastern beach of Gippsland Basin, Victoria, Australia was chosen as the study area as 
shown in Fig. 1. The latitude and longitude of the centre are 38°13'58"S and 147°22'27"E. 
 

 
 

Fig. 1: Study area: the eastern coast of Gippsland, Victoria, Australia 
 
20 Landsat TM 5 level 1T products from year 2007 to year 2011 were downloaded from the 
United States Geological Survey (USGS) website http://earthexplorer.usgs.gov/. The band 6 
(thermal band) was not utilised in the experiment as a result of its lower spatial resolution of 
120m. Table 1 shows the specifications of the data.  
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Table 1 Specifications of experiment Landsat TM data 

Number Acquisition date Path number Row number 
1 2rd January 2007 91 86 
2 2rd January 2007 91 87 
3 4th February 2007 91 86 
4 4th February 2007 91 87 
5 31st August 2007 91 86 
6 31st August 2007 91 87 
7 4th October 2008 91 86 
8 4th October 2008 91 87 
9 8th January 2009 91 86 
10 8th January 2009 91 87 
11 24th January 2009 91 86 
12 24th January 2009 91 87 
13 8th November 2009 91 86 
14 8th November 2009 91 87 
15 10th October 2010 91 86 
16 10th October 2010 91 87 
17 30th January 2011 91 86 
18 30th January 2011 91 87 
19 19th March 2011 91 86 
20 19th March 2011 91 87 

 
Fig. 2 shows the general flow chart of the proposed methodology, where the parallelograms 
represent data or results while the rectangles represent the processing or operation methods. 
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Fig. 2: Flow chart of coastal erosion detection  
 
It should be noted that all the multispectral images need to be radiometric calibrated and 
atmospherically corrected before further processing, which was conducted by using ENVI 
software. However, the whole procedure is mainly realised by MATLAB programming, 
which includes the key steps: initial boundary extraction, linear spectral unmixing, sub-pixel 
classification and integration with a tidal model. 
 
2.1 Initial Boundary Extraction 
 
In order to improve the accuracy of endmember extraction as well as to reduce the 
computation time, the initial water-land boundary was extracted, as shown in the dash line 
rectangle area. Based on the initial boundary in a pixel level, a buffer area was created as the 
region of interest (ROI) for the further processing steps. In this case, the modified normalised 
difference water index (MNDWI) [10] was calculated by the calculation between bands as 
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Eqn 1. This index can increase the contrast between water and soil thus the boundary can be 
clearer and easier to be extracted. 
 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 − 𝑀𝑀𝑀𝑀𝑀𝑀
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 + 𝑀𝑀𝑀𝑀𝑀𝑀 

 
Where Green represents green band and MIR represents middle infrared band, which 
correspond to band 2 and band 5 for Landsat TM 5 images respectively. As shown in Fig. 3, 
compared with NDWI (normalised difference water index) [11], the boundary is clearer since 
the impacts of non-water features can be better supressed. 
 

 
 

Fig. 3: MNDWI image (a) and NDWI image (b) 
 
Once the MNDWI image is attained, the boundary can be easily extracted by the built-in edge 
detection function edge in MATLAB after binarisation. The extracted boundary (the red line) 
overlapped with the clipped Landsat image is shown as Fig. 4 (a). After dilating the line by 
several numbers of pixels (e.g. 5 pixels), a ROI where can be created as Fig. 4 (b).  
 

 
Fig. 4: Extracted initial boundary (a) and expanded ROI (b) 

(a) (b) 

(a) (b) 

(1) 
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2.2 Linear spectral Unmixing 
 
Since the spatial resolution of Landsat TM 5 images is not high enough for detecting the 
coastal erosion. To tackle this issue, the combination of spectral unmixing and sub-pixel 
classification is applied to improve the resolution of the extracted boundary. 
 
For remote sensing images, every pixel might not contain only one ground feature but is 
generated as a mixed combination of different ground features, which is caused by the 
resolution limitation of the sensor or that an object covers across the pixel boundaries. 
Spectral unmixing theory was built on the fact that each image pixel is presenting the joint 
combination of spectral reflectance from several ground features (endmembers) [12]. Since 
the indirect illumination scattered from adjacent features to the water can be neglected, linear 
unmixing [13] which assumes the combination is linear is applicable. The linear mixing 
model for a single pixel is as [14] 
 

𝑥𝑥𝑖𝑖 = ∑ 𝜌𝜌𝑖𝑖𝑖𝑖𝛼𝛼𝑖𝑖
𝑁𝑁
𝑖𝑖=1 + 𝑤𝑤𝑖𝑖 

 
Where 𝑥𝑥𝑖𝑖 is the reflectance of the pixel at band i, N is the number of endmembers, 𝜌𝜌𝑖𝑖𝑖𝑖 
represents the reflectance of endmember j at band i, 𝛼𝛼𝑖𝑖 is the fractional abundance of 
endmember j and 𝑤𝑤𝑖𝑖 is additive observation noise. 
 
In this paper, three endmembers: vegetation, soil and water which are the major components 
of the coastal pixels were considered. There are many algorithms to identify the endmembers 
for multi/hyperspectral images based on the notion of spectral mixture modelling including N-
FINDR and pixel purity index (PPI)[14]. A simpler method which combines the indices of 
normalised difference vegetation index (NDVI), NDWI and band 5 was introduced. Firstly, 
thresholds for the indices were applied to identify three groups of candidate pixels for those 
three endmembers. For example, pixels with NDWI above 0.5 were chosen as candidates for 
water body; pixels with NDVI above 0.6 and band 5 above 0.1 for vegetation; pixels with 
NDVI below 0.3, NDWI below -0.35 and band 5 reflectance above 0.1 for soil. Then the 
average reflectance of the three pixel groups at band i was considered as the reflectance of the 
three endmembers respectively, which means 𝜌𝜌𝑖𝑖𝑖𝑖 in Eqn 2 was attained. By using the linear 
least square method to solve Eqn 2, the proportions (fraction abundances) of the three ground 
features can be solved. 
 
2.3 Sub-pixel Classification 
 
With the fraction image attained by spectral unmixing, sub-pixel classification is to separate 
every pixel into several sub-pixels and to assign them with their corresponding ground 
features. Sub-pixel classification was firstly raised by Atkinson[15] and there are several 
algorithms for sub-pixel mapping including genetic-based algorithm, neural networks 
algorithm, artificial neural networks (ANN) predicted wavelet coefficients and spatial 
attraction sub-pixel mapping [16]. Considering the computation time, the sub-pixel 
classification method based on spatial attraction model is applied. In this algorithm, assuming  
S𝑖𝑖𝑖𝑖 is the spatial dependence on ground feature i for sub-pixel j, it can be expressed as 
 

 
 

(3) 

(2) 



Proceedings from 14th Australian Space Research Conference, 2014      Page 291

 

In Eqn 3, for sub-pixel j, k is one of the pixels surrounding the centre pixel which sub-pixel j 
belongs to; N is the number of its surrounding pixels; w𝑘𝑘is the weight of surrounding pixel k 
and 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑘𝑘 is its fractional abundance. In this case, the weight w𝑘𝑘 is the inverse distance 
d between the sub-pixel j and its surrounding pixel k. One example of the calculation of d is 
shown as Fig. 5, where S represents the decomposition factor, where S2 means how many sub-
pixels each pixel can be divided into. 
 

 
Fig. 5: Distance between sub-pixel j and its surrounding pixel k 

 
For sub-pixel j, if the calculated spatial dependence of ground feature i is larger than that of 
any other ground feature, then sub-pixel  j will be assigned with ground feature i [16]. It was 
found that the decomposition factor S can be as large as 9 for Landsat TM 5 images to be 
saturated [17], which means every pixel can be separated into 81 sub-pixels. After the sub-
pixel classification, the water-land boundary can be extracted from the classified higher 
resolution image by simply using an edge detection function in MATLAB. 
 
2.4 Integration with a Tidal Model 
 
Since the extracted curves are based on the instant images when the satellites passed over the 
imaging area, they only represent the instant water-land boundaries. To get the real eroded 
areas, the instant boundaries need to be corrected to the coastline. There are many indicators 
of coastline while the most commonly applied one is the high water line (HWL) [6]. To 
correct the extracted boundary to HWL, a tidal model which describes how the tide heights 
change with the position of boundaries is required. For sandy beach like the eastern coasts of 
Gippsland, a conventional and commonly applied tidal model was proposed by Shen et al. 
[18]. The geometric model can be described as Fig. 6: 
 

 
 

Fig. 6: A simple tidal model [18] 
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Where 𝐶𝐶1and 𝐶𝐶2 represent the extracted instant water-land boundaries from two images, 
ℎ1and ℎ2 are the tidal heights at the two imaging times, H is the tide height for HWL and 𝜃𝜃 is 
the slope angle. The intertidal distance between 𝐶𝐶2 and HWL can be described by L where  
 

𝐿𝐿 = 𝐻𝐻 − ℎ2
tan 𝜃𝜃  

 
Similarly, the largest intertidal distance 𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 can be calculated using the tide height of the 
HWL and the accumulated low tide line h 
 

𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 =
𝐻𝐻 − ℎ
tan𝜃𝜃  

 
The tide heights data were collected by the Australian Bureau of Meteorology (BOM), from 
which the tide height at the imaging time can be acquired. The tide heights at imaging time 
(10:00 am of local time) of the five years were calculated. Fig. 7 shows the variations of tide 
heights at 10:00am of year 2007 and 2008 together: 
 

 
Fig. 7: Tide heights variations at 10:00am of year 2007 and 2008 

 
From the plotted data, we can identify the tidal ranges for the five years are 0.98m, 0.98m, 
1.00m, 1.02m and 0.96m respectively and the mean value is 0.99m. As Eqn 5, the largest 
intertidal distance can be calculated with the mean value 0.99m and a known slope angle. For 
Gippsland beach, since the slope angle ranges from 1︒to 1.5︒ [19]. Therefore, the largest 
intertidal distance is between 37.9m and 56.8m. 
 
The comparison and analysis were realised using ArcMap 10.2. The seaward boundary of the 
lines extracted from those images was extracted as the accumulated low tide line. Fig. 8 
shows the extracted water-land boundaries (numbered according to Table 1) and the low tide 
line, overlapped with the Landsat TM image acquired on 4th February 2007. By applying a 
buffer with the buffer width of the largest intertidal distance, the intertidal areas exceeding the 
buffer zone (risk zone) were identified as water-eroded areas. Fig. 9 shows the pessimistic 
risk zone (37.9m) and the optimistic risk zone (56.8m) when slope angle is 1.5︒ and 1︒ 
respectively. 

(5) 

(4) 
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Fig. 8: Extracted water-land boundaries (left figure) and the low tide line (the red curve in 
the right figure) 

 

   
 

Fig. 9: Optimistic risk zone (left figure) and pessimistic risk zone (right figure) 
 

3. Results and Discussion 
 
Several areas were identified as water-eroded areas with the pessimistic risk zone. However, 
only two sites were identified as relatively obvious erosion (over 10 metres) with both 
optimistic risk zone and pessimistic risk zone. Fig. 10 shows those two eroded areas (site A 
and site B). 
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Fig. 10: Identified obviously eroded areas: site A (left) and site B (right) 
 
Fig. 11 shows the change of shoreline over ten years observed from high resolution images 
for those two sites. Those images were collected from Google Earth software. 
 

  
(a)                                                                             (b) 

  
(c)                                                                        (d) 

 
Fig. 11: Shoreline change over ten years: (a) site 𝐴𝐴 on 7th April 2003 (b) site 𝐴𝐴 on 6th October 

2013 (c) site B on 7th April 2003 (d) site B on 6th October 2013 
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By visual comparison, it is not hard to find that the beach zones of the two sites became 
narrower and the shoreline shows a landward trend. Although the time span is longer than that 
of our experiment images, it shows the same trend with the detected results. However, even if 
we use Landsat images from year 2003 to 2013, the verification work will still be challenging. 
This is because we have no idea the exact imaging time (and the tide height at the imaging 
time) for the images from Google Earth, which means the instant boundaries for the high 
resolution images cannot be corrected to HWL using the tidal model. The daily position 
ambiguity of the shoreline can be much larger than its long-term change over years, for 
example, the largest intertidal distance on 7th April 2003 was 19m to 28m and on 6th October 
2013 was 30m to 46m when the slope angle was between 1︒to 1.5︒, thus it is unknown 
whether the water-land boundary change is caused by daily tidal change or by long-term 
erosion. 
 
Therefore, in the future work the results will firstly need to be verified with other high 
resolution reference data (e.g. GPS ground surveying data, high resolution satellite data) with 
more detailed information including the exact imaging time. 
 
Besides, the endmember extraction is a key step in the whole processing since it determines 
the fraction of each selected ground feature and largely affected the sub-pixel classification 
result. The multiple indices method applied in the paper only considered three ground features, 
which is only an approximate method and remains to be improved. Moreover, this method 
requires the exploration of optimal thresholds. The authors are trying other methods such as 
learning from hyperspectral image unmixing methods to improve this step. 
 
Lastly, it is worth trying to add other data source including radar images in the dataset to 
reduce the date interval as well as to improve the spatial resolution by image fusion. 
 
 

4. Conclusion 
 
In this paper, an integrated methodology is proposed, in order to detect the long-term coastal 
erosion in an efficient and economic method. Although the resolution of Landsat TM 5 
images is 30m, the pixel size can be reduced to about 3m by spectral unmixing and sub-pixel 
mapping with the maximum decomposition factor 9. Even though the accuracy of the result 
was not quantitatively verified, the result shows a consistent trend with that of high resolution 
images from Google Earth. The proposed methodology shows the possibility and potential of 
using medium resolution images to detect long-term coastal erosion with improved resolution. 
Linear spectral unmixing, sub-pixel classification are the key techniques using spectral 
information to extract the water-land boundary in a sub-pixel level. 
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