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Preface to the Proceedings

The Australian Space Research Conference (2015), held at the UNSW - Canberra Campus (ACT, 
Australia) from September 29 to October 1, 2015 (http://www.nssa.com.au/15asrc/), was a very 
successful event, where over 150 papers from Australian and international groups working in the field 
of space research, business, policy and culture, were presented. Following the conference some of 
the works were submitted as full-length papers. These proceedings collect the papers accepted after a 
rigorous process of peer-review. 

Each paper published in these proceedings has been peer-reviewed by at least two assessors selected by 
the Chair of the Program Committee with inputs from members of the committee, and revised by the 
authors accordingly.  Final decisions to accept or reject manuscripts in their submitted or revised form 
were taken by the Editor of these proceedings in consultation with the Editor-in-Chief. 

More than 40 scientists, engineers and space professionals from Australian and international 
organizations participated in the peer-review process, with several referees assessing and providing 
feed-back on more than one manuscript. We list below (in alphabetical order) only the referees who 
agreed to be identified:

Ramon Brasser (Earth-Life Science Institute, Japan); Adrian Brown (SETI Institute, USA); David 
Bruce (University of South Australia, Australia); Iver Cairns (The University of Sydney, Australia); 
Graziella Caprarelli (University of South Australia, Australia; International Research School of 
Planetary Sciences, Italy); Luca Casagrande (Australian National University, Australia); Jonathan 
Clarke (Mars Society Australia, Australia); Miguel Angel de Pablo Hernandez (Universidad de Alcalá, 
Spain); Jason Held (Saber Astronautics, Australia, USA); Andrew Lambert (UNSW ADFA-Canberra, 
Australia); Lenard Pederick (DSTG, Australia); Monica Pondrelli (International Research School of 
Planetary Sciences, Italy); Josh Richards (MarsOne Astronaut Candidate, Australia); Tracy Rushmer 
(Macquarie University, Australia); Richard Samuel (Australian Space Research Institute, Australia); 
Richard Schwarz (University of Vienna, Austria); Michael Smart (University of Queensland, 
Australia).

To all the other reviewers who asked to remain anonymous, but who also responded enthusiastically 
to our invitation to assess and provided timely reviews, we express our gratitude and special 



Page iv  Proceedings of the 15th Australian Space Research Conference, 2015

acknowledgments for their generous support: they are highly regarded experts in their disciplines, 
affiliated to universities, and research and professional organizations all over the world. 
All reviewers made constructive criticism and suggestions that greatly improved the manuscripts and 
contributed to the quality of these proceeding. Responsibility for the published content remains with 
the authors of the papers, as well as the intellectual property of the work described. The publisher 
retains copyright over the published Proceedings. Papers appear in these Conference Proceedings with 
authors’ permission.  

We thank the University of NSW – Canberra, for providing the venue and conference facilities, the 
ASRC 2015 Organizing Committee chaired by Iver Cairns and Wayne Short, the UNSW Canberra 
members of the Local Organizing Committee chaired by Russell Boyce, the members of the Program 
Committee chaired by Graziella Caprarelli, and all the members of the Australian Space Research 
Community for giving generously of their time, suggestions, and efforts. The Australian Academy of 
Science, Mars Society Australia, and Lockheed Martin co-sponsored various conference events.  
We trust that you will find the 2015 Conference Proceedings enjoyable and informative.

Graziella Caprarelli 
(Editor, 15th ASRC Proceedings; Chair, ASRC 2015 Program Committee)
Wayne Short 
(Editor-in-Chief, ASRC Proceedings)

July 2016
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Conference Background

The Australian Space Research Conference (ASRC) is the focus of scientific cooperation and discussion 
in Australia on research relating to space. It is a peer reviewed forum for space scientists, engineers, 
educators, and workers in Industry and Government.

The conference is of relevance to a very broad cross section of the space community, and therefore 
generates an enlightening and timely exchange of ideas and perspectives.   The scope of the conference 
covers fundamental and applied research that that can be done from space and space-based platforms, 
and includes the following:

•	 Space science,  including space and atmospheric physics, remote sensing from space, planetary 
sciences, astrobiology and life sciences, and space-based astronomy and astrophysics ;

•	 Space engineering,  including communications, navigation, space operations, propulsion and 
spacecraft design, testing, and implmentation ;

•	 Space industry ;
•	 Space archeology and Indigenous sky knowledge;
•	 Space situational awareness ;
•	 Current and future Australian space projects ;
•	 Government,  International relations and law ; and
•	 Education and outreach.
 
The 15th ASRC was held at the University of New South Wales (Canberra Campus) during 
September 29 to October 1, 2014. The Conference was opened by Nobel Prize winner Professor Brian 
Schmidt.

The conference included a comprehensive program of plenary talks and special sessions on the national 
context for space the foci and the programs of Australian Government units with interests in space.  
In addition, the program contained a special planetary science session, with a strong preponderance 
of projects involving the Mars Society of Australia. The program also contained multiple sessions 
of invited and contributed presentations, both oral and poster, on Propulsion, Planetary Science, 
Earth Observation and GNSS, Space Capabilities, Space Physics, Space Situational Awareness, Space 
Technology, Space Archeology, Education and Outreach, and Indigenous Sky Knowledge.

Appendix A lists all abstracts accepted for presentation at the conference. A call for abstracts was 
issued in March 2015 and researchers were invited to submit abstracts intended for presentation at the 
conference. Following the conference itself, a call for written papers was issued in October 2015: this 
invited presenters to submit  a formal written papers for this Proceedings that covered their conference 
presentations.
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The National Space Society of Australia is the coming together of like-minded space enthusiasts who 
share a vision for the future in which there is an ambitious and vigorous space program leading to 
eventual space settlement.

To this end the National Space Society (worldwide) promotes interest in space exploration, research, 
development and habitation through events such as science and business conferences, speaking to the 
press, public outreach events, speaking engagements with community groups and schools, and other pro-
active events. We do this to stimulate advancement and development of space and related applications 
and technologies and by bringing together people from government, industry and all walks of life for 
the free exchange of information.

As a non-profit organisation, the National Space Society of Australia draws its strength from an 
enthusiastic membership who contributes their time and effort to assist the Society in pursuit of its goals. 

For more information, and to become a member:

http://www.nssa.com.au

Ad Astra!
Wayne Short
NSSA President
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The National Committee for Space  and Radio Science (NCSRS) is chartered by the Australian 
Academy of Science to foster space science, to link Australian space scientists together and to their 
international colleagues, and to advise the Academy’s Council on policy for science in general and 
space and radio science in particular. The NCSRS was formed in 2012 by combining the former 
National Committee for Space Science (NCSS) and the National Committee for Radio Science 
(NCRS). The NCSRS web page can be reached at

https://www.science.org.au/committee/space-and-radio-science

NCSRS believes that ASRC meetings provide a natural venue to link Australian space scientists and 
foster the associated science, two of its core goals. As well as ASRC, NCSRS is also sponsoring the 
VSSEC – NASA Australian Space Prize. 

This is the fifth ASRC meeting following launch of the first Decadal Plan for Australian Space Science. 
NCSRS encourages people to work together to accomplish the Plan’s vision: “Build Australia a long 
term, productive presence in Space via world-leading innovative space science and technology, strong 
education and outreach, and international collaborations.” 



Page xii  Proceedings of the 15th Australian Space Research Conference, 2015



Proceedings of the 15th Australian Space Research Conference, 2015    Page xiii

2015 ASRC Program Committee

Jeremy Bailey (UNSW Australia)

Russell Boyce (UNSW Australia, Canberra)

Iver Cairns (Deputy Chair, University of Sydney)

Graziella Caprarelli (Chair, University of South Australia)

Jonathan Clarke (Mars Society of Australia)

Andrew Dempster (UNSW Australia)

Alice Gorman (Finders University)

Duane Hamacher (UNSW Australia)

Trevor Harris (Defence Science and Technology Group, Department of Defence)

Isabelle Kingsley  (POWERHOUSE Museum)

Alexey Kondyurin (University of Sydney)

Philippe Lorrain (UNSW Australia, Canberra)

Flavia Tata Nardini (Launchbox Australia)

Carol Oliver (UNSW Australia)

Tim Parsons  (Delta V SpaceHub)

Chris Rizos (UNSW Australia)

Roy Sach

Richard Samuel (Australian Space Research Institute)

Wayne Short (NSSA)

Michael Smart (University of Queensland)

Kefei Zhang (RMIT University)



Page xiv  Proceedings of the 15th Australian Space Research Conference, 2015

2015 ASRC Organising Committee

Russell Boyce 
UNSW Australia (Canberra) 

Chair, local organising committee

Cheryl Brown 
Australian Centre for Space Engineering Research, UNSW Australia 

Conference Secretariat

Iver Cairns 
University of Sydney 

Co-Chair ASRC 2015 
Deputy Chair, ASRC Program Committee

Graziella Caprarelli 
University of South Australia 

Chair, ASRC Program Committee

Aditya Chopra 
Australian National University

Jonathan Clarke 
Mars Society Australia

Alice Gorman 
Flinders University

Jonathan Horner 
University of Southern Queensland

Philippe Lorrain 
UNSW Australia (Canberra)

Wayne Short 
Co Chair ASSC 2015 

President, NSSA



Proceedings of the 15th Australian Space Research Conference, 2015    Page xv

Conference Plenary Speakers

Professor Russell Boyce
University NSW (Canberra)

“Near-Earth Space Physics : the science to underpin Space Situational Awareness”

Professor Iver H. Cairns
University of Sydney

“Solving the `Type II Solar Radio Burst Problem’ and Predicting Space Weather”

Dr Grant Haulser
Geoscience Australia

“GNSS Activities in Australia - Strengthening Capability and Resilience”

Dr Gail Higginbottom
Australian National University, University of Adelaide

 “Origins of Standing Stone Astronomy in Britain”

Dr Ed Kruzins
CSIRO Director NASA Operations and Canberra Deep Space Communication Complex

“Options for Australian Payloads and Cubesats with NASA”



Page xvi  Proceedings of the 15th Australian Space Research Conference, 2015

Conference Plenary Speakers

Dr Naomi Mathers
Australian National University

“The Advanced Instrumentation and Technology Centre (AITC): A National Facility Supporting 
Astronomy and Space Activities in Australia”

Professor Fredrick Menk
University of Newcastle

“Magnetoseismology: Ground-based remote sensing of Earth’s magnetosphere”

Professor Ross Taylor
Australian National University

“Why can’t a planet be more like a star”

Professor Martin van Kranendonk
University of of New South Wales – Australian Centre for Astrobiology

 “Early Earth and the making of Mankind: Astrobiology in our own backyard”



Proceedings from 15th Australian Space Research Conference, 2015   Page xvii

15th ASRC Conference Program
September 29  - October 1



Page xviii  Proceedings from 15th Australian Space Research Conference, 2015



Proceedings from 15th Australian Space Research Conference, 2015      Page 1

The Gender Balance of the Australian Space Research 
Community: A Snapshot From The 15th ASRC, 2015 

 
Jonathan Horner1,2, Alice Gorman3, Ann Cairns4,5,6 and Wayne Short6   

 
1 Computational Engineering and Science Research Centre, University of Southern 

Queensland, Toowoomba, Queensland 4350, Australia 
2 Australian Centre for Astrobiology, UNSW Australia, Sydney, New South Wales 2052, 

Australia 
3 Department of Archaeology, Flinders University, GPO Box 2100, Adelaide, South Australia 

5001, Australia 
4 New South Wales Department of Education, New South Wales, Australia 

5 Division of Information Technology, Engineering and the Environment, University of South 
Australia, GPO Box 2471, Adelaide, South Australia, 5001, Australia 

6 National Space Society of Australia Ltd, GPO Box 7048, Sydney, New South Wales, 2001, 
Australia 

 
 

Summary:  In recent years, the striking gender imbalance in the physical sciences has been a topic 
for much debate. National bodies and professional societies in the astronomical and space sciences 
are now taking active steps to understand and address this imbalance. In order to begin this process 
in the Australian Space Research community, we must first understand the current state of play. In 
this work, we therefore present a short ‘snapshot’ of the current gender balance in our community, 
as observed at the 15th Australian Space Research Conference. 
 
We find that, at this year’s conference, male attendees outnumbered female attendees by a ratio of 
3:1 (24% female). This gender balance was repeated in the distribution of conference talks and 
plenary presentations (25 and 22% female, respectively). Of the thirteen posters presented at the 
conference, twelve were presented by men (92%), a pattern repeated in the awards for the best 
student presentations (seven male recipients vs one female). The program and organising committees 
for the meeting fairly represented the gender balance of the conference attendees (28% and 30% 
female, respectively). These figures provide a baseline for monitoring future progress in increasing the 
participation of women in the field. They also suggest that the real barrier is not speaking, but in 
enabling conference attendance and retaining female scientists through their careers – in other words, 
addressing and repairing the ‘leaky pipeline’. 
 
Keywords:  Women in STEM, gender equity, space sciences,  
 
 

Introduction 
 
In the past few years, the pervasive imbalance between the number of men and women studying and 
working in STEM (Science, Technology, Engineering and Maths) fields has become the subject of 
wide debate. Traditionally, women were supposed to be more suited to ‘soft’ disciplines such as 
biological and social sciences. Whether this was argued to be a result of differing interests or ability, 
it amounted to the same thing: a ‘chilly climate’ for women who did choose to enter STEM fields. 
Women have struggled to gain employment, promotion and pay at equal rates to their male 
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counterparts. Researchers such as Cordelia Fine ([1]) have effectively debunked studies purporting 
to characterise female cognitive development as inimical to mathematical or physical reasoning. 
Nonetheless, beliefs about the inferior intellectual capacity of women abound in both unconscious 
and explicitly expressed forms, as described below [2]: 
 

Two stereotypes are prevalent: girls are not as good as boys in math, and scientific work is 
better suited to boys and men. As early as elementary school, children are aware of these 
stereotypes and can express stereotypical beliefs about which science cou rses are suitable 
for females and males.  

 
Increasingly, STEM communities are refusing to accept these persistent stereotypes as ‘natural’, and 
are actively working to redress past discrimination. As a result, a number of initiatives have been 
launched to attempt to build equity in those subjects from kindergarten through to senior levels in 
academia and industry. Notable among these is the Athena SWAN charter in the UK, which was 
launched in 2005 to ‘encourage and recognise commitment to advancing the careers of women 
in science, technology, engineering, maths and medicine (STEMM) employment in higher 
education and research’1 [3].  
 
So successful has the Athena SWAN Charter been that Australian science organisations have 
initiated their own schemes, based on the Athena SWAN model. The Australian Academy of 
Science launched its pilot of the ‘Science in Australia Gender Equity’ scheme, SAGE, in 2015 ([4]). 
At the time of writing, SAGE has already been joined by 32 Australian institutions, including more 
than half of all Australia’s Universities. The Women in Astronomy Chapter of the Astronomical 
Society of Australia has also taken a leading role. In addition to running annual workshops for the 
Astronomical community to build equity, in 2014 the Chapter launched the Pleiades Awards, 
directly inspired by the Athena SWAN program. The awards are given to Astronomy groups in 
Australia with a demonstrated commitment to equity in their workplaces [5].  
 
One of the first steps any community can make to address questions of equity is to understand the 
state of play – to obtain a snapshot of the gender balance in their discipline as a starting point, and to 
see whether the distribution of conference presentations, organising committees, and particularly 
awards and plenary talks are a fair representation of the gender balance of the community. To this 
end, a number of studies have been carried out in Australia, the UK and the US, to determine the 
balance of the astronomical community in those countries. For example, in [6] the authors examine 
the gender balance at the UK’s annual National Astronomy Meeting. In that work, they take 
inspiration from [7], who carried out a study of the talks at the 223rd American Astronomical Society 
meeting, presenting data on the gender of speakers, session chairs, and also those who asked 
questions.  
 
At the 223rd AAS meeting, 225 talks were sampled, with 78 (35%) being presented by women. This 
was in broad agreement with the gender balance of conference attendees. One area that they did 
note a significant departure from the gender balance of attendees was in the gender of those asking 
questions at the end of talks. When the talks were chaired by a man, 80% of the questions asked 
came from male members of the audience, with only 20% coming from the female members. By 
contrast, when the session chairs were female, the gender balance of questions (66% male, 34% 
female) was the same as that as conference attendees. 
                                                                 
1 For more information on the Athena SWAN Charter, we direct the interested reader to 
http://www.ecu.ac.uk/equality-charters/athena-swan/ .  
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Following a similar methodology, [6] found that 28% of the attendees of the 2014 National 
Astronomy Meeting were female, a gender balance reflected fairly in the oral presentations and 
session chairs at that meeting. They found that, despite this, the same pattern emerged – women 
were under-represented among the questions asked after the talks, when compared to the gender 
balance of the conference itself.  
 
These studies suggest that the number of female presenters at the conferences reflects the number of 
female delegates. The main problem is then that the number of delegates and presenters falls far 
below the equivalent categories for men – something that often reflects the gender balance of the 
broader community.  
 
At the 14th Australian Space Research Conference in 2014, a lunchtime discussion meeting was held 
to examine questions of gender equity in the Australian space research community. Topics covered 
included the importance of mentors and role models, and cultural barriers to networking, such as 
venues which may not suit women (such as pubs and saunas). This was repeated at the 15th 
Australian Space Research Conference, at which it was suggested that the compilation of statistics 
on the gender balance at that conference would be a useful first step in understanding that balance in 
our community. In this work, we therefore present a snapshot of the gender balance at that 
conference, based on the attendees and conference program. 
 
 

The Gender Distribution of the 15th Australian Space Research 
Conference 

 
The Australian space research community is a diverse group that intersects with a variety of fields 
such as astronomy, physics, engineering, geospatial sciences, education and heritage. A typical 
conference is attended by around 120 – 200 people, and a special effort is made to attract students 
through offering volunteer opportunities and student prizes. Each conference features around nine 
plenary talks, spread over the three days of the conference. Non-plenary sessions feature up to three 
parallel streams. Sessions cover propulsion systems, remote sensing, planetary science, 
archaeoastronomy, Indigenous sky knowledge, space archaeology, space physics, satellite systems, 
habitation and space medicine, space mission architecture, orbital debris, space environment, and 
STEM education. 
 
Before we can begin to address any inequity in the Australian Space Research community, it is vital 
that we get a feel for the current state of play. As the idea to undertake this study was born of a 
meeting towards the end of the conference, it was not possible to survey the conference attendees in 
advance, or to repeat the excellent work of [6] and [7]. We therefore present a post-hoc analysis of 
the gender balance at the recent 15th Australian Space Research Conference.  
 
To do this, we took the list of conference attendees and the conference program, and determined the 
gender of each person listed based on personal knowledge of the individuals concerned. Where an 
individual was not personally known to us, we searched for their details online, on their professional 
websites, or the homepages of their institutions or employers. We acknowledge the limitation that this 
might not necessarily represent the personal gender identification of individual delegates, and hope in 
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future that such information might be obtained through an anonymised survey as part of the 
conference registration process.  
 
In Table 1, we present the results obtained in this manner. In total, 191 people attended the 
conference, giving a total of 129 oral presentations. Across the meeting, there were nine plenary 
talks, and thirteen posters. We were not able to obtain a breakdown of the gender of conference 
attendees/presenters as a function of their career stage – this, again, is something we would look to 
obtain at future meetings.  
 

Table 1:  The gender distribution across the 15th Australian Space Research Conference.  
 

 Male Female Total 

Delegates 
 

145 
75.9% 

46 
24.1% 

191 

Talks 
 

89 
74.8% 

30 
25.2% 

129 

Posters 
 

12 
92.3% 

1 
7.7% 

13 

Plenary Presentations 
 

7 
77.8% 

2 
22.2% 

9 

Student Awards 
 

7 
87.5% 

1 
12.5% 

8 

Program Committee 
 

13 
72.2% 

5 
27.8% 

18 

Organising Committee 
 

7 
70% 

3 
30% 

10 

 
 
The proportions of male and female delegates who presented a paper, plenary or poster compared 
to those simply attending the conference were also broadly similar. Of the male delegates, 74% 
presented out of the 145; the figure for women was 71%. 
 
In Figure 1, we present the distribution of conference attendees (left) and conference speakers 
(right), based on the data in Table 1. It is immediately clear that the two distributions are essentially 
identical – with the gender distribution of speakers mirroring that of the attendees. The program and 
conference organising committees had essentially the same gender distribution as the conference 
attendees (Figure 2). The same was true of the plenary speakers at the meeting (Figure 3), with 
seven male speakers and two female speakers.  
 



Proceedings from 15th Australian Space Research Conference, 2015      Page 5

 

 
 

Figure 1: The gender distribution of delegates (left; 191 total) and speakers (right; 129 total)  at the 15th 
Australian Space Research Conference.  

 
 

 
 

Figure 2: The gender distribution of the program committee (left; 18 members) and organising committee 
(right; 10 total) at the 15th Australian Space Research Conference.  

 
 

 
 

Figure 3: The gender distribution of plenary presentations at the 15 th Australian Space Research Conference.  
 

Whilst the distribution of both invited and submitted talks was in line with the overall gender 
distribution of conference delegates, the same is not true of the posters presented at the conference 
(12 male, one female) or the prizes awarded for the best undergraduate and postgraduate student 
presentations (seven male, one female). These figures are presented in Figure 4. Although the female 
percentage in both cases is lower than the overall gender balance of the conference, we note that in 
both cases the number of participants is so small that the difference is not strongly statistically 
significant.  
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Figure 4: The gender distribution of posters  presented (left; 13 total) and prizes award (right; 8 total)  at the 
15th Australian Space Research Conference. The number of prizes presented to female attendees was markedly 
smaller than the percentage of conference attendees that were female, but not strongly statistically significant. 

 
 

 
 

Figure 5: The gender balance across all facets of the 15th Australian Space Research Conference. Here, green = 
male and purple = female. From left to right, the columns show the gender balance of: the conference delegates 

as a whole; the talks presented; the posters presented; the plenery presentations; the student awards; the 
program committee and the organising committee.  

 
Figure 5 presents the gender balance across the conference in the form of a bar chart, allowing the 
distributions in each category to be directly compared. The paucity of posters presented by women, 
and the male-dominated student awards clearly stand out from the overall trend of ~25% female 
participation at the meeting.  
 
These results, taking into account the limitations identified, are consistent with the two studies 
described above. The number of female/male presenters is in direct proportion to the number of 
female/male delegates. This suggests that the immediate problem to be addressed is increasing the 
number of women attending the conference. 
 

Current and Future Initiatives 
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In order to begin to address the clear gender imbalance within the Australian Space Research 
Community, lunchtime discussion meetings were held at both the 14th and 15th conferences. These 
meetings, which were well attended (~30 attendees in 2015) featured an open and wide-ranging 
discussion, covering many of the factors that are thought to contribute both to the early-career 
gender imbalance in our field, and the ongoing ‘leaky pipeline’ that has been recognised as 
exacerbating that imbalance towards later career stages (see e.g. Slide 6 in 
http://www.mso.anu.edu.au/wia-workshop-
2014/presentations/WiA_workshop2014_demographics.pdf).  
 
Several ideas have been highlighted that might help to effect long-term change, and to help make our 
community and conferences more equitable. These would benefit everybody – both male and female 
– but might help to address some of the issues that drive the ‘leaky pipeline’. They include: 
 

- The provision of childcare at the conference for delegates; 
- The option to attend the conference remotely (i.e. via streaming) for those who can’t attend 

in person; 
- The organisation of networking sessions during the daytime, for those who can’t attend 

evening events; 
- Aiming to increase the fraction of female plenary speakers above parity with the current 

demographic distribution of attendees; 
- Inviting a plenary speaker to talk on the topic of equity in space science; 
- Increasing the visibility of female space scientists online by creating Wikipedia and Scimex 

profiles2; 
- Creating a repository of information on women working in space science (such as pictures, 

CVs and biographies), to provide a teaching resource. 
 
The first four recommendations reflect the fact that women are more likely to be the primary carers 
of children, elderly parents or relatives, and partners, and thus less mobile, without additional 
support, when it comes to attending conferences. 
 
Although no data are available to us about the gender distribution of attendees and speakers as a 
function of their career stage, our anecdotal observations through the course of the conference 
suggest that the gender balance among early-career researchers at the conference is far closer to 
parity. Addressing the ‘leaky pipeline’ to ensure that the female early-career researchers have the 
same opportunities for advancement as male early-career researchers is a challenge that goes 
beyond the remit of our conference – but taking some small measures to increase the exposure of 
female ECR and MCRs, and to highlight the success of strong female role models, can help to 
address the issue that “You can’t be what you can’t see”.  
 
One suggestion that was made after the conference finished was that future equity discussion 
meetings should possibly be embedded within the main conference program, rather than held as 
lunchtime splinter events, to ensure the best possible exposure and participation.  
 
 

Conclusions 
                                                                 
2 Scimex (https://www.scimex.org/) is a media database maintained by the Australian Science Media 
Centre. 
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In recent years, the gender imbalance in the physical sciences has become the subject of much 
discussion. Globally, the STEM community is taking steps to understand and address inequity in the 
field – and it is recognised that a vital first step in that process is to obtain and track statistics on the 
gender balance as a function of time, both at conferences and in the community as a whole3. 
 
For that reason, we have carried out a simple post-hoc analysis of the gender balance of the 15th 
Australian Space Research conference, in order to assess the current ‘state of play’. Of 191 
conference attendees, 46 were female (24%). Of a total of 129 oral presentations, 30 were given by 
women (25%). The balance of the plenary presentations (seven male, two female), and the program 
and organising committees (13:5 and 7:3 male:female, respectively) were all consistent with this 
roughly 3:1 male:female balance. By contrast, the poster presentations were strongly male dominated 
(twelve to one), as were the prizes awarded for the best student presentations (seven to one). This 
provides us with some baseline figures to use for comparison in subsequent years.  
 
Future research may explore gendered factors in the questions addressed formally to a speaker after 
their presentations, both in terms of the speaker’s gender, and those asking the questions, as 
discussed by [6] and [7]. It would also be useful to compare career stage, to investigate the 
observation that there was a higher proportion of ECR women at the conference. Posters are 
frequently a pathway for students to more fully participate, and it is noteworthy that there was only 
one poster by a women out of the 12 at the 2015 ASRC. As noted, this number is not statistically 
significant, but perhaps flags the need to obtain further data. On the other hand, this may also be due 
to conscious action to increase speaking opportunities for women. 
 
Our results show that when women attend a conference such as the ASRC, they participate as 
actively in presenting their research as do male delegates. The problem, therefore, lies in increasing 
the number of women attending the conference. Recommendations arising from the 2015 meeting 
emphasised the necessity for childcare and other flexible attendance options. Currently these are not 
automatically provided as part of the conference logistics and are something for the organising and 
program committees to consider. 
 
Most studies of gender balance in conferences focus on the number of female vs male speakers on 
panels or in invited talks (e.g. [8]). The solutions proposed are generally around identifying emerging 
all-male line-ups and ensuring that more women are invited before the line-ups are finalised. These 
discussions, however, rarely address the number of women in the general conference sessions. The 
ASRC currently solicits papers in a general call-out in which people self-select. It is at this stage that 
we need to increase the number of women submitting abstracts.  
 
While it is not possible to solve society-wide biases that work against women in STEM with a study 
of this nature, the small steps taken here to understand gender inequity in the context of the 
Australian Space Research community offers some ways forward. 
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Additional Resources 
 

The Women In Astronomy blogspot contains a collection of excellent posts by a number of 
academics on a variety of topics to do with equity and gender bias. 
http://womeninastronomy.blogspot.com.au/  
 
The Astronomical Society of Australia’s Women in Astronomy Chapter maintains a website at 
http://asawomeninastronomy.org/. Of particular interest are the details of the annual Women in 
Astronomy Workshops, which can be found here: http://asawomeninastronomy.org/meetings/. Many 
of the materials from those meetings are hosted on the relevant webpages and can be freely 
downloaded.  
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The ‘Project Implicit’ Implicit Bias tests are a fascinating tool that highlights our implicit associations. 
These cover a wide variety of topics, from broad fields such as age, sexuality and religion, to more 
specifically focussed topics such as Gender-Science. They can be found here: 
https://implicit.harvard.edu/implicit/selectatest.html 
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Summary:  Currently, communications systems take up a significant proportion of both mass 
and power budgets in deep space spacecraft, increasing their size, and consequently energy 
requirements and propulsion system complexity. In the near future, as both space exploration 
and other space-based industries develop, long-range communication will be required. 
Specialised whole earth orbiting satellite networks for providing communication between 
Earth and deep space assets will enable better more reliable communication. 

The University of Melbourne Space Program is a student run program with the ambitious 
long-term vision of developing an intra-solar system communications network for both space 
based industry and scientific research. In order to achieve this, the UMSP is currently 
prototyping a CubeSat based platform. 

Unlike larger satellites, CubeSat are uniquely suited for our long-term vision; their small size 
facilitates the rapid and inexpensive prototyping, which can then be integrated into earth wide 
aperture mesh networks. 

Mesh networks relaying data between orbiting CubeSat, will permit the creation of advanced 
large aperture receive stations bigger than ambitious projects like the square kilometre array. 

Utilising these small satellites, however, introduces many challenges in miniaturising and 
integrating pointing, power, low integration time, and high-gain dish technologies into such a 
small form-factor. Although the program is in its infancy, our first CubeSat aims to address 
some of these challenges. 

 
Keywords:  nanosatellite, CubeSat, satellite constellation, academic program, project 
management, student project 
 
 

Introduction 

The University of Melbourne Space Program (UMSP) is a team of over 100 ambitious and 
creative students at The University of Melbourne. Members come from a range of schools and 
faculties but share a passion for technology and innovation, and all hope to play a key role in 
the establishment and expansion of the Australian space industry. 
 
The UMSP is currently designing and testing a range of different technologies with the vision 
to create innovative nano-satellites, to address limitations of existing methods and systems of 
space based telecommunications between Earth and remote devices. This paper will explore 
the existing space industry, the development of the UMSP to date, and the future direction of 
the program. 
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Background 

Historic and contemporary methods of planetary exploration have favoured single asset 
missions over a multi-agent scalable approach. The driving factor behind this is cost and 
engineering constraints including launch mass, asset communications, and autonomy. 
However, to facilitate greater access to remote regions of planetary bodies and potential sites 
of astrobiological interest – including magmatic-driven uplift, hydrothermal activity or recent 
aqueous activity – autonomous missions will be necessary [1]. Furthermore, the way for 
future human exploration and off-earth industries, such as asteroid capture and mining, will 
be paved by extensive robotic missions. 

Traditional single asset missions are insufficient for these future endeavours, requiring the 
development of multi-agent robotic missions [2] [3]. A common problem among the proposed 
methods of swarm exploration is that each agent of the swarm has a limited communication 
range. This means agents acting alone are unsuitable for a Direct-To-Earth link, leading to 
agents relying on a central node, typically the lander, to perform earth communications. 
Though this method shows distinct benefits over a single asset, it still suffers from a lack of 
redundancy in communication channels. Additionally, central nodes can be prohibitively 
expensive.  

A “tier-scalable” methodology in which each successive tier operates within a decreased 
range and scope has been proposed in "Next-generation robotic planetary reconnaissance 
missions: A paradigm shift,",[4]. The lowest of these, a ground-based tier, comprised of either 
miniaturised traditional rovers, or cheaper mass-produced robots such as those discussed in 
"A preliminary design for a spherical microrover for planetary exploration",[2], and “A 
Concept Mission: Microbots for Large-Scale Planetary Surface and Subsurface Exploration”, 
[3], would serve a very small area around the drop zone with a limited sensor suite. A number 
of these drop-zones would be chosen for each area of scientific interest. For those bodies with 
a sufficiently dense atmosphere, each drop-zone would be marshalled by agents within an 
airborne tier, with each agent serving as both command and control for the nearest drop-zone 
as well as the communication link between the ground assets and the space-borne tier. When 
there is insufficient atmosphere to support an airborne tier, these roles are taken over by the 
space-borne tier. This final tier serves as the interaction point between Earth and all other 
assets. While the methodology suggested by [4] calls only for a few agents within the space-
borne tier, limiting the size of this network would limit the potential redundancy of 
communication channels as well as the potential data through-put. 

The major bottleneck in current planetary exploration missions is data-throughput. The Mars 
Reconnaissance Orbiter (MRO) fills its 160GB on-board storage within 1.5 hours, while 
relaying this data takes upwards of 8 hours to transmit in its entirety. In addition, the MRO 
often served as a communication link between various surface missions and Earth. This added 
data transmission burden limited the data collection capabilities of the orbiter. For future 
exploration, and prospecting missions for extraterrestrial resources, methodologies such as 
that proposed by [4] have great potential. However, a few sparse agents within a space-borne 
tier responsible for data relay from all ground assets, air-borne assets in addition to carrying 
out their own data collection, would be hard pressed to accomplish the data transmission 
requirements. Looking into the future, the potential for off earth mining as an example of 
extraterrestrial industry will be limited by the ability to reliably command vast numbers of 
autonomous units simultaneously [5]. Utilising a few centralised orbiting communications 
platforms will simply not be feasible. 
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Due to the deficiencies inherent in using a few large and expensive command and control 
relay satellites to service a vast number of ground and airborne assets, a similar approach to 
the distributed ground exploration, presents significant promise. Using a large number of 
small, relatively simple and low cost communication satellites, a mesh network can be formed 
in orbit around the entire planetary or asteroid body. Due to the self-healing possibility of 
mesh networks, the loss of individual nodes presents little danger to the overall mission 
success. In addition, orbital mesh networks provide opportunities to leverage the changing 
network topology to increase the signal to noise ratio and reduce error rate in transmissions 
between Earth and multiple different nodes in the network. 

Similar opportunities exist for communication networks in Geosynchronous Earth 
Orbit(GEO). Currently, many missions within GEO utilise NASA's Space Network (SN), a 
communication network consisting of several ground stations  and six geostationary Tracking 
and Data Relay Satellites (TDRS) with two more stationed on orbit for redundant backup. 
These satellites are capable of tracking and communicating with any craft within GEO, 
ensuring constant contact with the ground. Unfortunately, the cost of replacement TDRS is 
becoming prohibitive for NASA.  NASA’s inability to procure replacements and launch 
vehicles due to budgetary constraints is outlined in [6]. This has resulted in four of the 
required six TDRS operating past their designed end of life. TDRS-3 is operating over fifteen 
years past its designed end of life, and while still fully operational, its inevitable loss poses 
significant concerns. With an expansion in the number of future NASA and NASA supported 
missions into GEO, the capabilities of the current TDRS Space Network will be insufficient 
[6]. 

NASA’s Deep Space Network (DSN) suffers from similar concerns. Currently, the network is 
insufficiently equipped to facilitate the predicted expansion of deep space exploration 
missions [7]. The three current stations are slated for extension under the DSN Aperture 
Enhancement Project. However, due to budgetary constraints this project has consistently 
been pushed back, leaving its future in doubt. 

While the future capabilities of both the TDRS and DSN are uncertain, the future loads on 
these networks, and those like them, are predicted to at least double in the short-term [8] and 
ultimately, dramatically increase. Utilising a space-based mesh network presents an 
alternative to traditional commercial and government networks; a number of ground station 
installations communicate with either individual assets or small orbiting networks, similar in 
manner to the SN and DSN. These current networks rely on a few large, costly and complex 
assets to maintain contact with ongoing missions. Though these methods have been sufficient 
to date, due to the predicted expansion of space-exploration and space industry, the ability to 
communicate with many more remote assets simultaneously will be required. Though this 
could be achieved by expanding the number of current ground-stations, a mesh-network of 
small, relatively cheap nodes presents the opportunity to scale the capabilities of the network 
more efficiently than when using fewer more complex ground or orbital nodes. Within a 
network with only a few nodes, as in the case of those like the DSN and TDRS, each node 
must be purpose built and highly reliable while still carrying a large fraction of the total load. 
These factors drive up the development and manufacturing cost of each node, be it on earth or 
in orbit. The current estimated cost of replacing a single TDRS satellite is US $500 million, 
[6]. In comparison, a mesh-network with many simple nodes allows for the reliability of the 
network to be distributed across nodes, while each node only needs to carry a small fraction 
of the total load. This topology would require far more nodes than a traditional network for 
the same load, however, this allows economies of scale to kick in, reducing the cost of each 
node. Having these nodes in orbit will allow for greater flexibility in positioning and pointing 
as network requirements change, than would the equivalent number of terrestrial nodes. 
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The development of nano-satellites as nodes within a mesh network capable of taking on the 
burden of interplanetary communications presents significant challenges. These include 
increasing the pointing capabilities of nano-satellites into the arc-second range, improving the 
power harvesting and storage technology available to support high power transmission from a 
small form-factor as well as the inclusion of high-gain antennas into the small mass and 
volume requirements of nano-satellites. In addition, the development of collaboration 
techniques between nodes to facilitate aperture synthesis, spatial division of communication 
packets, division and recombination of communication packets for spatially separated 
transmission and recombination of redundant transmission paths present exciting research 
paths to develop the capabilities of planetary communication mesh networks. In light of these 
opportunities, the University of Melbourne has established a space research program. 
Although, there was a successful student project to develop a single satellite at the University 
of Melbourne in the 1960's, Australis Oscar V. The scope  of the current program goes 
beyond this; joining student satellite development, like that of BlueSat at UNSW with 
dedicated research. 

In the decades following the world's first forays into space, Australia's involvement in the 
space sector waned from that of a forerunner [9] [10] [11] to a minor participant, with only 15 
satellites launched to date. Australia is now the only Organisation for Economic Co-Operation 
and Development (OECD) nation lacking a space agency [12], despite Earth observation 
satellites benefiting the Australian economy by approximately $4 billion in 2015, up from 
$3.3 billion in the years 2008 and 2009 [13]. Despite a lack of sufficient support for a local 
space industry, Australia benefits from free data generously provided and generated by the 
space activities of other nations, including Algeria, Indonesia, Malaysia, Morocco, Nigeria 
and Singapore [14].  

The Space Activities Act 1998 (Commonwealth) (‘the Act’) ratified Australia’s obligations as 
a signatory to the Outer Space Treaty 1967 [15] and Liability Convention 1972 [16]. The Act  
sought to enable private organisations to launch large satellites into Earth from Australian 
launch sites. However, these requirements were conceived in the context of large corporations 
launching only a few satellites, and a large corporation's ability to satisfy those requirements. 
Due to the lack of development of Australian launch capabilities and the emergence of nano-

Figure 1. Graphic depicting a conceptual example of small scale satellite clusters forming planet wide aperture 
synthesis and phased array telecommunications. A cluster of satellites around Mars or other celestial bodies 
may relay signals between other bodies utilizing these techniques, resulting in a transmission with the same 

angular resolution as an antenna of equal size of the entire body. 
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satellites, something unforeseen at the time of legislation, these regulations are no longer 
suited to the climate. As a consequence, the Act presents significant obstacles in the 
establishment of space programs at universities throughout Australia. At the time of writing, 
this fact has been acknowledged by the federal government, and as such, the Act is currently 
under review. 

 
Program Overview 

Despite the significant roadblocks faced by such a program, the UMSP was formed in late 
2014 to begin the research and development process of realising a nano-satellite based 
interplanetary communication network. It is hoped that the program and the development of 
its missions will lead to a cost-effective method of addressing the future requirements and 
short-comings of existing systems outlined above. A university program such as the UMSP 
will allow the freedom to pursue these goals without the commercial constraints industry 
programs must operate under.  

Despite the freedom allowed by a student based satellite program, they suffer from unique 
challenges in comparison to industry programs. The inability to recruit a veteran workforce 
with existing knowledge in the desired areas, high turn-over of students as they finish their 
courses, and the volunteer nature of the work force all combine to create an environment 
which, if improperly managed, is not conducive to lengthy projects, such as the development 
of satellites.  

Surveys of university CubeSat programs, including [17], [18], [19], [20], [21], and [22], have 
revealed the common pitfalls of these programs including insufficient communication 
between sub-teams, scope creep, and mismatched rates of progress among different sub-
teams.  

To address these challenges, the UMSP consists of two separate but integral branches, the 
engineering and operations branches [Figure 2]. While the engineering processes and product 
development of a CubeSat is the focus of many university CubeSat programs, other aspects 
are oft overlooked. The following non-STEM areas were identified as vital for the long-term 
survival of the program and the accomplishment of its goals: 

1. Academic Development 
2. Advancement (Sponsorship and Industry relations) 
3. Finance 
4. Information and Communications Technology 
5. Legal 
6. Marketing and Communications 
7. Project Monitoring and Management 

An executive committee, consisting of four members, leads the two branches. The Managing 
Director provides ultimate accountability for the program, and ensures that the Executive 
Committee remains effective and functional. The Operations Director is accountable for 
direction of the Operations branch, and as such provides direction to the operations 
coordinators. Similarly, the Engineering Director is accountable for the direction and progress 
of the Engineering branch. Finally, the Leadership Director assists the various team leaders of 
the engineering and operation branches with maintaining an agile culture of motivated 
individuals. 

To maintain transparency and reduce any potential disengagement caused by a large 
organisation or tall hierarchy, all team leaders and members of the executive committee are 
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equally responsible for directing the program towards an inclusive, professional and 
productive culture. 

 

Engineering Branch 

The primary branch of the UMSP consists of five groups responsible for the design, testing 
and implementation of the satellites. Collaboration and innovation by these groups is essential 
to the success of the program. 

Several technological areas have been identified as key to the development of technologies 
capable of performing in an orbital-based aperture synthesis mesh network. These areas 
correspond to the five groups involved in the engineering branch of the UMSP: flight 
systems, flight vehicle (general), flight vehicle (operating systems), communications and 
power systems. Mission progression within the program will be determined by the successive 
testing of technologies in these areas [Figure 3.a]. Relevant research will be decided by 
mission requirements.  

The first 1U CubeSat (a 100x100x100mm3 satellite with a mass less than 1.33kg) (‘CS-1’) 
will be a test bed for each of the satellite subsystems to verify their design and functionality in 
a space environment. The second 1U CubeSat (‘CS-2’) will serve as a test bed for a 
deployable high-gain parabolic antenna suitable for nano-satellites, with following missions 
to build on these capabilities [Figure 3.a]. Each mission will be followed by a program review 
period, during which the mission objectives and timelines will be reassessed, as well as an 

Figure 2. Organisational Architecture of the University of Melbourne Space 
Program 
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analysis of the effectiveness of the design methodology and organisational structure of the 
mission team.  

 

Within a single mission the prototypical series of Conceptual Design Review, Preliminary 
Design Review A, B and C, Critical Design Review, Pre-shipment Readiness Review and 
Flight Readiness Review [23] will be followed [Figure 3.b]. In addition, a mission review, 
independent of each program review, will be conducted at the conclusion of the operational 
life of the craft to assess system performance and make recommendations for future missions.  

To overcome some of the challenges inherent in a student program, an agile Scrum 
methodology has been adopted [24] [25]. This methodology uses a system of strict length, 
short work periods termed 'sprints'. Prior to the commencement of each sprint a 'sprint 
planning' session is held where any requirement changes are identified, the list of required 
tasks is updated, and the scope of work for this sprint are decided upon. Clear, tangible 
outcomes for each sprint are also identified. This methodology will allow frequent 
reassessment of design criteria and objectives as the team develops their knowledge. 
Furthermore, short sprint periods will facilitate the restructuring of timelines around the 
team's course requirements.  

One source, [24] suggests that the scrum methodology is best suited to team divisions where 
there is very little overlap in responsibilities between teams and the interfaces between them 
is well defined. To this end, the prototypical system division has been altered for the first 
mission to present a clearer delineation between teams and more accurately reflect the 
utilisation of a standardised form factor [Figure 4]. Examples of this include the 
rationalisation behind the thermal control sub-team being folded into the integration sub-team 
and the creation of the flight systems team. Due to the small form factor and limited power of 
a CubeSat, thermal control is more closely tied to the relative positioning of components and 
passive cooling elements than to the design of an entire system, and hence falls under systems 
integration. The flight systems comprises the typical attitude control systems, navigation and 
guidance, as well as sensor suites for all other subsystems. By separating the design and 
implementation of a sensor network from the interpretation and application of the collected 
data, the amount of work being replicated by disparate teams is minimised.  

The interfaces between each team are well defined, with volume, mass, power, bandwidth and 
computation budgets being managed by their corresponding teams. The inclusion of a 
dedicated integration sub-team to ensure physical, electrical and thermal interference is 
minimised, during the development of each system rather than post development, will foster 
ongoing communication between teams and sub-teams. In addition, during planning, sub-
teams are encouraged to work in conjunction with both the integration team and other sub-
teams to define system interactions. It is hoped that these two methods will foster significant 
intra-team communication, ameliorating a common pitfall of student-based programs. 

Figure 3Left: Mission Design and Review Stages  Right: Planned Program Missions and 
Review 
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Figure 4: First Mission System Division 

Prior to the commencement of each mission, management members will develop a detailed 
list of milestones for each subsystem. These milestones will form the basis of each sprint 
within the scrum methodology. During the course of each sprint, the team leaders will 
monitor the progress of each subsystem team and any unexpected obstacles will be referred to 
the Engineering Director. Prior to the commencement of the next sprint, the overall mission 
timeline will be reconsidered according to these obstacles. 

It is expected that students will be part of the program for an average of two years, with each 
mission predicted to last between two and five years. Therefore, sufficient handover will be 
required to ensure that missions continue to run smoothly throughout membership changes. 
To accommodate a sufficient handover, it is proposed that each team leader be shadowed by a 
deputy for the duration of their leadership, with both leader and deputy taking part in all 
aspects of sprint planning, resource management and design work. At the end of a mission 
year, the deputy will take over leadership and they will in turn be shadowed. In this manner, it 
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is hoped that the long-term vision of the program will be instilled in each successive 
leadership group.  

Furthermore, each member of the program is encouraged to maintain an online lab book 
detailing decisions and processes used throughout a sprint. At the culmination of each sprint, 
a brief report of the progress made will be required. It is hoped that these procedures will be 
sufficient to ensure developmental knowledge is maintained throughout membership 
transitions. The above procedures and methodology will be evaluated following the first 
mission for efficacy and efficiency.  

 

Operations Branch 

To support the Engineering Branch, the Operations Branch encompasses those areas not 
directly related to the production of each mission but nevertheless vital to its success. The 
non-STEM areas identified above as critical to the efficacy of the UMSP fall under the 
purview of the Operations Branch, and have been divided between the teams. 

Operations members are drawn from non-STEM schools and faculties throughout the 
university, including the Melbourne Law School, Melbourne Business School and the 
Melbourne Graduate School of Education. By incorporating these disparate faculties, 
members of both branches will have the opportunity to work with colleagues from different 
areas and develop those professional skills vital to a successful career. 

Ultimately, these operational areas will produce valuable research and development vital to 
the success of the UMSP and the wider Australian space industry. Potential areas of research 
include Australian space policy reform, exploration of off-earth resource rights, financial 
support of Australian space industries, development of financial models of extra-terrestrial 
industries, and the development of youth education programs dedicated to fostering future 
STEM graduates. 

Academic Development 

While the lab books and leadership transition procedures will record developmental 
knowledge of each mission, they will not be sufficient to increase the knowledge base of new 
members. Consequently, academic and professional development of UMSP members is a core 
aspect of the program. This will serve multiple beneficial purposes, but critically it will result 
in members with superior theoretical, practical and professional experience. 

The academic development team is dedicated to two primary areas. The first, development of 
program members, seeks to increase the knowledge and skill base of new and junior 
members. The second area aims to develop outreach workshops for school students to 
increase interest in the space sector, with the goal of encouraging more students to enter 
STEM pathways [26]. The academic development team is working with the marketing and 
communications team to develop this outreach program. 

With respect to the first area, it has been identified that many graduating students lack both 
practical and professional experience. While many students place great emphasis on their 
academic transcript for employment opportunities, many employers place equal if not greater 
value on demonstrations of practical and professional experience. Engineers Australia, as the 
accreditation body for engineers in Australia, seeks to foster these skills, and as such requires 
demonstrations of practical and professional experience in accredited engineering courses. 
The Stage 1 Competency Standard for Professional Engineers [15] details three primary 
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competencies as: Knowledge and skill base, Engineering application ability, Professional and 
personal attributes. The program seeks to foster the development of these competencies for 
both engineering students and those from other faculties, through the application of program 
management methodologies, frequent skills workshops and regular design reviews throughout 
the satellite design. 

Skills workshops are frequently held on topics pertaining to both professional and engineering 
skills, especially those overlooked in coursework. Skills workshops run by the UMSP include: 
the use of and best practice when using Git, Kanban methodology, project initialisation 
including work breakdowns and risk assessment, budgeting procedures, soldering skills and 
basic PCB layout. In addition workshops specific to satellite design and concepts such as, 
mission design, orbital mechanics, subsystem parameter estimations and communication 
channel fundamentals. Through these and other skills workshops the knowledge and skill base 
of program members will be greatly increased. 

Legal 

As the launch of an Australian satellite is an international endeavour, the expedient navigation 
of all necessary regulations, including launch and export licensing and communication 
regulations, is critical to the success of any mission. Developing knowledge and experience of 
these policies and regulations has been identified as a major objective for the program. To 
achieve this, the legal team is formed of a team of Juris Doctor students with the following 
primary responsibilities:  

• Identify how the Act will affect the intentions of the UMSP;  
• Develop a plan to mitigate any potential delays; and 
• Work closely with the telecommunications engineering teams to understand and 

navigate any regulations relating to RF spectrum licencing with the Australian 
Communications and Media Authority (ACMA) and the International 
Telecommunications Union (ITU).  

The legal team will participate in all discussions necessitating legal considerations, including 
the negotiation of contracts and memorandums of understanding. 

The legal team is also tasked with establishing contacts within the legal fraternity with 
expertise on topics of space law both locally and internationally. It is hoped that through the 
efforts of the program and the legal team, opportunities for study and research into space law 
within the University of Melbourne will broaden. 

As a result of participation in the program, Juris Doctor students will be able to develop a 
greater understanding of those areas of law not widely practiced in Australia, and develop 
practical and professional skills in an industry setting unlikely to be replicated in work 
experience. At the time of writing, the legal team is contributing towards the federal 
government review of the Act.  

Marketing and Communications 

Marketing and Communications is tasked with maintaining healthy internal and external 
relations through organising events, establishing a positive image, and contributing to the 
advancement of the program. The surveys of university CubeSat programs discussed in the 
first section of this paper revealed that such projects are susceptible to student disengagement 
over the long term and as coursework commitments mount. Though the agile scrum 
methodology goes some way to combating this inevitable aspect of student programs, the 
Marketing and Communications team organises internal social events to provide a positive 
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social outlet for members and between teams, stimulating member engagement and cross 
team relationships. 

One highly coordinated project being undertaken by the Academic Development, Marketing 
and Communications and members of various engineering teams is the development of a 
‘build-your-own-satellite’ workshop. This ‘Papersat-1’ workshop is being designed to cater 
for varying levels of audiences, and will be used for training and orienting new UMSP 
members in an engaging series of sessions, as well as for public outreach amongst audiences 
from primary school to undergraduate students. 

 
 

The final responsibility of the Marketing and Communications team is developing 
partnerships with external organisations. The design of an attractive brand, careful curation of 
social media, distribution of media, hosting public lectures, organising radio interviews and 
attending trade shows has proven to be effective at raising brand awareness. This increased 
awareness can then be capitalised upon when approaching external organisations for 
investment or partnership. Many student run engineering projects necessitate external 
sponsorships in order to establish a sustainable project. It has been identified that many of 
these groups insufficiently plan for the two-way relationship required in such relationships, 
and particularly as a project draws to its conclusion. This results in great difficulty in 
maintaining relationships and forming new ones. To avoid this, a detailed external relations 
plan has been created, focusing on the supply of well-rounded high-performing graduate 
students as a potential resource for industry sponsors. 

Information and Communications Technology 

A common pattern with many student operated engineering projects is a resistance to the 
consistent utilisation of project management principles and tools. In order to maximise the 
adoption of principles outlined previously, a set of tools was carefully selected for use within 
the UMSP. The ICT team are responsible for the installation, maintenance, training and 
support of these tools in order to establish utilisation as a part of the organisational culture. 
The following tools assist with collaboration, planning and maintaining documentation and 
records:  

• Collaboration – Slack: A messenger client with inbuilt support for collaborative work 
flows and hooks for common software development tools. 

• Planning – Trello: A web based planning tool, allowing for the detailed planning of 
sprints and longer term objectives, with the ability to track subtasks throughout the 

Figure 5: Final chassis design for the 
Papersat-1 workshop 
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sprint. 
• Documentation – GitLab (Gollem Wiki): A simple to use wiki based documentation 

system 
• Storage – GitLab (Git Version Control System) An open source version control 

platform allowing for private hosting of documentation and design archives. 

 

Conclusion 

There has been significant work on nano-satellite or similar, mesh networks  by both 
commercial entities, most notably Google's project Loon and SpaceX's space internet 
network, and research groups such as those at the University of Surrey, California Polytechnic 
and the University of Florida. These organisations have focused on the potential for nano-
satellite networks to service remote areas or for distributed space and earth monitoring 
missions. However, the potential for these networks to be utilised for data relay over both 
earth orbit and interplanetary scales has not been examined. We have established a student run 
program devoted to contributing to the development of interplanetary communication 
networks. An organisational structure and agile work flow methodology has been instituted to 
work towards these objectives. While the development and review of critical missions is 
managed by the engineering branch of the program, an additional operational branch supports 
the development of both the program and its members. Graduating members of the program 
will leave with developed professional and personal skills, and the knowledge base to 
contribute towards developing nano-satellite based mesh networks. 
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Summary: Human rights, space exploration, ethics and law are long-term key steps for human development. 
Asteroids provide a viable stage for extraterrestrial mining, providing material requirements for a burgeoning 
space race. As a necessary step in understanding our future life in space, ethicists must define asteroid ethics in 
order to clarify the necessity and the limits of asteroid mining, due to the fact that many asteroids orbit closer to 
Earth than the Moon. This ethics relates to all asteroids, including those located in the Main Asteroid Belt and 
the Kuiper Belt because despite their variety, no asteroid can be treated as a lawless frontier and an ethical 
hierarchy for best-suitable asteroids should be followed when mining, before any space mining law is ratified. 
This classification will probably be based on the asteroid’s proximity to Earth and will be similar to other ethical 
decisions such as the ethical differences between the International Space Station, the future asteroidal habitats 
and the colonies on other planets. They need to advocate against extreme positions such as human indulgence 
with its resource overspending and also against the standards of ‘love for outer space’, which lobbies against 
space mining based on moral values. While the some people think space mining should be done with any ethical 
considerations based for instance on the utilitarian idea that there are millions of asteroids in our solar system, 
this doesn’t legitimize humanity to destroy unique environments based on ‘infinite’-resources idea, when, in 
fact, asteroids are just vast territories.  The other extreme position promotes no mining at all based on illogical 
claims such as religious motivations like ‘man’s dominion only over the Earth, rocks have souls’ or based on 
radical environmental rights and aesthetic considerations which claim man should not step foot in outer space 
since it is a pristine place. The shift to asteroids will help ethicists contribute to a balanced space decision-
making. The Earth’s experience has demonstrated that a discussion on mining involves ethical value-
approaches, competition between governments, and clashes among profit-driven companies. All these factors 
will come into play when humans will employ technology to mine asteroids. Multinational cooperation, on the 
other hand, has proven that ethical standards have been already set in place for specialists of various areas of 
science and of different countries to interact positively. We all have much to learn about mutual cooperation - an 
essential step for a pro-exploration culture. Without resource mining, colonisation of outer space is impossible. 
 

1. Introduction 
 

 
Fig. 1 An artistic depiction of an autonomous probe capturing an asteroid near Mars for mining of its raw 

materials (stevenhobbsphoto.com.au) 
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Is now the time for humans to go beyond the Moon? Asteroid mining seems to be the next 
compelling goal for humans, the first phase in colonising outer-space (Fig. 1). Mining in 
space will surely happen and there is pressure to allow it. Why are ethics so important? 
Should asteroids mining be permitted? How exactly can we reach an answer for this ethical 
question? 

If humanity is to encourage ethical development amongst the future space mining 
parties, it must do so deliberately. Ethics should contribute to shaping a vision to outline 
space mining objectives and boundaries. With low gravity, undiluted solar energy [1, 2] and a 
vast, untapped source of raw materials [3], asteroids have plenty to offer to the troubled 
inhabitants of planet Earth. Whether humanity mines or not asteroids to suit its needs, is a 
choice to make, like any daily choice and in this sense the urgent dilemma humanity faces is 
the NEAs’ destruction and not so much the mining distant asteroids in the Main Asteroid Belt 
(MAB). In order to choose wisely, we need to articulate alternative possibilities of how the 
future can unfold in relation to our history. In this paper I focus on why we should mine 
asteroids and show that asteroid mining is a key step in space exploration. I begin with a brief 
explanation of asteroids, followed by an explanation of technical terms. This is then followed 
by a discussion of some methods for mining, a definition of asteroid mining ethics, and the 
reasons in favour and against mining of asteroids. I conclude with suggestions for the future, 
and summarize the argument outlined in the introduction: asteroid mining is an essential step 
for a pro-exploration culture based on an ethical value-approach and also on competition. 

1.1. Asteroids 
Asteroids are small rocky bodies less than 1,000 km in diameter [4]. They are defined as Near 
Earth Objects or Near Earth Asteroids (NEOs or NEAs) when estimating their close 
proximity to Earth or Potentially Hazardous Asteroids (PHAs) when defined based on 
parameters measuring the object’s potential to make threatening close approaches to the Earth 
[5, 6]. Forty percent of NEAs have a cometary origin [7, 8]. More than 1.5x106 asteroids 
were already known in 2015 and probably many more about will be discovered in the future. 
NEAs are asteroids whose orbit is close to, but do not cross, the Earth’s orbit.  
Some of them appear to be rocky, while others seem to be metallic and yet may have water 
ice inside [9]. We currently have the technology to mine asteroids. Decades ago, Pioneers 10 
& 11 and Voyager 1 & 2 have long demonstrated that spacecraft can pass unscathed through 
regions of great asteroid density and use different techniques [10, 11] to travel beyond our 
Solar System. In my opinion, these exploratory probes have developed a pathway to reaching 
the deep space, since they were the first explorers to navigate the MAB and the first to 
encounter asteroids and hazardous solar radiation, significantly higher than that found in the 
Earth or the Moon’s orbit [12, 13]. Additionally, we currently have advanced mining 
technology like the already tested bio-mining [14], great robot design and sophisticated space 
instruments [15, 16, 17].  

 
1.2. Economic Factors 

The human enthusiasm for asteroid mining is due to the economic factor foreseen for this 
century by many private entrepreneurs such as: Deep Space Industries and Planetary 
Resources [18, 19, 20].These two U.S. companies proposing mining the NEAs have proposed 
criteria regarding what asteroids are desirable to mine (i.e. their twelve-asteroid list) [21, 22, 
23, 24], and the suggestion of a limit of 10 m in diameter and of 500 km/s velocity seems like 
a reasonable definition to apply as an internationally acceptable standard to define an asteroid 
which could possibly be destroyed in order to profit from the usage of its minerals. However, 
the tracking of a NEA and its dismantling in the Earth’s or the Moon’s orbit is yet to be 
tested. Despite skeptic views regarding the unprofitability of asteroids [25], most scientists 
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believe that, despite their diminished quantity on Earth [26, 27], Rare-Earth-Resources (RER) 
are found abundantly on asteroids [28, 29]. Such examples are free metal granules of 
lanthanide found predominantly in the planetary mantle and core [30], thus extremely hard to 
access on Earth [31] and also new minerals such as purple putnisite discovered in 2014 [32]. 
In our Solar System, many asteroids have the potential to have pure minerals in their regolith 
that would be viable for mining [31, 32]. Although most studied asteroids (the NEAs) are of 
class C (carbonaceous or chondrite) [33], there is enough evidence to suggest that the NEAs 
also include class S (silicate) and class M (metallic) asteroids [34]. These last ones are of 
great interest due to various mixtures of metals and silicates during the asteroidal separation 
from its original planetoid [35, 36, 37]. Thus, the real drive for asteroid mining would be the 
‘gold rush’ for asteroidal resources for class M asteroids [38, 39, 40]. 
 

1.3. Methods and Risks of Asteroid Mining 
 
Several methods of asteroid mining have been proposed, of which most prominent are:         
a) sending robots to extract minerals or to capture gases such as helium (He₃), b) bio-mining, 
and c) asteroid tracking and capture parts of asteroids. While tracking an asteroid means 
researching and selecting the best candidates for mining, its capture involves changing its 
orbit using mechanical or nuclear technology and putting it in the Earth’s orbit or in one of 
the Lagrange Points where its rotation would cancel itself. [41] 
Bio-mining is a technique already tested on Earth as a sustainable treatment of ores and of 
mine waste, providing an alternative supply of metals such as copper, zinc, nickel and gold 
[42]. Bio-mining in space raises two ethical dilemmas: the dilemma of sending 
microorganisms into space (forward contamination) and bringing back foreign bacteria or 
viruses (backwards contamination) [43]. Both asteroid-mining private companies Deep Space 
Industries and Planetary Resources are considering bio-mining asteroids [44] with CubeSats - 
small probes yet to be developed and sent from a mother ship on promising nearby asteroids. 
This project is planned to start in the 3-4 years and with mainstream mining commencing in 
15-20 years. 
 
The plan to send CubeSats to inject a low-temperature fluid laden with bacteria through 
cracks and fissures generated by the injection process [45] is problematic for many reasons. 
We don’t yet know how well this mining approach will work in space since we are unaware 
of the effects of living metal-processing microbes within a vacuum environment, nor the 
limits of such metabolized life in such a hostile place. It will be extremely unethical for space 
miners to willingly contaminate an entire or a part of an asteroid with foreign life because life 
could spread into other possible inhabited worlds, for instance through comet collision with 
that bio-mined asteroid.  Similarly, mining accidents could involuntarily contaminate 
asteroids unplanned for mining and thus not scheduled for de-contamination after the activity 
ceases on the nearby mined asteroid. Secondly, terrestrial bacteria and microbes could thrive 
in space and even change their properties and thus negatively affect our own planet [46].    
The usage of bacteria in itself is not immoral as long as humans keep it contained and destroy 
the microbes after bio-mining. Thus, before any mining of an asteroid commences, the 
asteroid needs to be searched for life and/or fossils, because this process needs to be carried 
out in accordance with the non-contamination and humanity’s common heritage principles 
for ‘terra nullius’ set by the international legal system [47, 48]. 
 
Although bio-mining processes might be a jump in processing high valuable resources, this 
kind of chemical interference is similar to terraforming Mars. This poses ethical problems 
because of the multiple changes the planet would suffer in the event of implanting new 
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ecosystems such as the creation of new atmosphere and the introduction of animal and plant 
species which might suffer genetic mutations. The process of introducing foreign life is an 
ethical dilemma which humans could solve by bio-mining at a small scale in order to 
determine its full effects. Engaging in asteroid mining using robots will reduce liability of 
this type of mission since it won’t risk human lives [49, 50]. Notwithstanding the pressure of 
losing personnel and thus the fear of bad reputation on Earth, mining companies will be 
willing to take greater risks on landing on difficult asteroids since crewed missions will not 
actually land on a fast-spinning asteroid.  
 

Another viable alternative, seen as the cheapest option for most entrepreneurs [51], is 
to capture an asteroid and move it into the Earth or the Moon’s orbit. Breaking up an asteroid 
or capturing He₃ in the MAB causes little disruption in space because MAB is filled with 
asteroids of different dimensions. In contrast with the MAB, the Earth’s orbit is already full 
and tracking an asteroid in it could be environmentally dangerous. This is due to ‘free fall’ or 
asteroidal micro-gravity which may make regolith re-enter over Earth – especially in case of 
an accident during the dismantling phase. Mining an asteroid close to home could present 
irreversible effects such as change of Earth’s orbit and possibly the disruption of our fragile 
terrestrial ecosystem. 

 
Therefore, for a cheaper, safer and more convenient option of asteroid mining, we 

should send small cubesats to conduct mining although it might take more time – up to two or 
three decades. The reason for this is that it is better for the process to take longer due to safety 
reasons since the public interest prevails over those of a company/government [52]. If we 
want the mining to be achieved more safely we may need mine one of Mars’ moons. 
 

1.4. Asteroids Mining Ethics 
 
          There are no clear approaches to directly define and detail space mining ethics. The 
dominant ethical requirements for an asteroid mining industry will require the need to be 
‘objective’, meaning not having a detached view, but a cooperative approach in order to 
manage wisely both earthly and space resources. Just as on Earth where all human activities 
are governed by ethics, humans must develop an asteroid ethic. There are multiple reasons 
why we cannot regard asteroids as simply barren surfaces which can be used as we wish     
(i.e. mining limits to current technological capacity to investigate them and ethical limits 
similar to those on Earth such as archaeological, paleontological, Indigenous community-
based factors). Thus, we must develop an asteroid ethics which allows for responsible use of 
these celestial bodies.   
 
The human future in space depends on present ethics. The future expansion is not only in the 
hands of some issue-motivated groups such as environmentalists, but in the hands of 
humanity as a whole. Fulfilling life’s potential at all costs would be unethical [53] and raises 
questions regarding how life is valued – whether merit is judged based on the level at which 
lives contribute to others or by some other means. The process in which the present is 
different from the past does not make present ethics limited or dependent on the past. Thus, 
asteroid ethics should not focus only on utilitarian or deontological arguments of duty, 
purpose or value. However real and important they might be, these arguments don’t provide 
defensible reasons for acting because mining asteroids will not be done only according to the 
main two principles governing ethical professional conduct (the interest of public and that of 
clients), but it will also be performed in the interest of future generations and for future 
unknown benefits.  
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71]. Similar to small human communities’ overseeing morality and usage of resources in a 
region, nations would not agree to permit trivial and frivolous use of space resources after 
proper deliberations [72, 73]. 
4) Space mining is a financially viable investment for companies because it will open a new 
market for diverse, complex products in fields such as robotics (i.e. cubesats, satellites), 
energy access and consumption, medicine and planetary defence to avoid from asteroid 
impact.  
5) The technology to access asteroidal resources is here and if properly deployed, space 
mining will no longer be in the realms of science fiction. Instead, space mining will be 
attractive and affordable to those countries which choose to be actively involved in space 
industry and also constantly educate citizens in space exploration [74, 75, 76].  
6)  Another possible secondary benefit of asteroid mining could be the linguistic factor with 
the development of a new terms and language used by space miners [77]. A space mining 
community could develop its own linguistic conventions and culture whose diversity will 
indirectly benefit humanity in literature, art and music. A terrestrial analogue has been the 
enrichment of Australian language, culture and art following a historic move from white 
Australia policy to a multicultural society [78, 79].  
 
Non-viable arguments  
Some writers have suggested that mining asteroids will end all human conflicts [80] because 
this will provide virtually unlimited resources, which is a highly unlikely situation, since not 
all conflicts are ones over resources (with ideological conflicts being very important in the 
world today). Making territorial conflicts obsolete [81] is an illusion and an irrational 
suggestion. While there is life, there is both evil [80] and altruism [82], as proven by social 
studies on human behaviour [83, 84, 85]. Human ethics must be founded on life and 
experience, which means space values also need to come  ‘from below’ and not ‘from above’ 
rules, in the sense that asteroid ethics have to be applied ethics [86] in order to reflect a 
correct human conduct in the mining field and in all areas of space life. I believe the 
suggestions regarding asteroid mining ending major conflicts, political cheating, social 
turmoil and other forms of violence such as nuclear threat, authoritarianism or extreme 
ideologies abusing human rights [87, 88, 89] are unrealistic because the abolition of evil is 
impossible according to Immanuel Kant who regarded evil as a personal challenge every 
human must overcome. Thus terrorism, starvation or inequality between social classes will 
not disappear if human society benefits from space mining. Nor will states’ wealth will 
become equal even in a democratic society which not necessarily acts in the best interest of 
its citizens [91].  
 
The problem with these main reasons is that even if we have the technology for a successful 
mining expedition, at present, no tests have yet been performed in tracking small asteroids or 
‘safe-altering’ their orbits. In addition, there haven’t been any mining tests in zero-gravity 
mining. Tracking an asteroid even into the Moon’s orbit – not necessarily into our planet’s 
orbit already full of debris and satellites, could cause a future domino effect if accidents occur 
and therefore an international war may be inevitable. This means possible inadvertent change 
of the Moon’s orbit through ongoing asteroid gravity capture, which could then destabilise 
Earth’s tides and climate. If an asteroidal disaster occurs, the international influence of 
mining states involved will have great significance for terrestrial peace because one of the 
main objectives of peace process is to change perceptions by focusing on the issues 
underlining conflicts through an issue-based approach [92]. Thus, rather than nations using 
armed conflicts to resolve differences perceived as irreconcilable on particular issues, mining 
nations will have the resources and experience to forge compromises in order to answer 
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future disputes without the recourse to armed violence. Additionally, since modern war uses 
products manufactured from RER used to manufacture sophisticated communication 
technology, a focus on economic issues will open new opportunities for conflict resolution 
[93] because wealth or economy in general plays a dual role in war-to-peace transitions by 
addressing the past (the means and ends of past disputes) and by shaping the present (the 
vision of a new society [94]).  An asteroidal conflict started between a space power and a 
small state (such as Equatorial nations – already angered - see the Bogota Declaration) will 
have a lesser impact on the world’s stability - unlike a dispute between states like China or 
Russia which could easily start a world conflict. Future property claims over certain 
asteroids, disputes over orbit borders or market fluctuations could turn sour and challenge 
states’ status. In my opinion, space-faring nations need the support of small developing 
nations in order to mine asteroids because we live in a global era when strong economies can 
be impacted by the insolvency of one country (i.e. the Greek economy) and also regional 
conflicts over territorial claims can change the borders of a nation (i.e. the Spitzbergen Islands 
off the Norwegian coast [95] and Moldova, part of former U.S.S.R., now democratic mostly 
due to the Romanian language, culture and history [96]). 
 
Should we regulate the use of asteroids to protect it for future generations, or should we 
simply continue the ‘laissez faire’ attitude of previous generations? Since space exploration 
and space industry in particular are much riskier than anything we experience on Earth, 
asteroid mining should be prioritized according to a benefit-risk balance, meaning each 
asteroid would be individually considered and mined separately because their resources and 
location vary greatly. 
 

3. Main Arguments Against Asteroid Mining 

Asteroid exploration is set for a bright future despite all opposition to asteroid mining 
because there are many agencies investigating it for its great benefits, like NASA, ESA, 
Japan Space Agency.  

1) Opponents claim that tracking asteroids in the Earth’s orbit is likely to cause the asteroid to 
hit the Earth, endanger humans, fauna and flora, contaminate ecosystems with foreign life 
and disrupt life as we know it. However, because asteroid mining doesn’t need to rely on 
tracking asteroids into the Earth’s orbit and it doesn’t necessarily imply mining disasters such 
as terrestrial ones (i.e. those in Inner Mongolia where Chinese profit comes at a high 
environmental price: the huge wasteland near the city of Baotou), most people don’t consider 
asteroid mining morally wrong. 
2)  Another objection to space mining regards the supposed inexistence of sophisticated 
methods (such as waste recycling) for asteroid mining to be a winner or a front-runner for the 
global earthly economy. Some people condemn space mining industry for not having the 
intent to use space debris and inoperative satellites for fuel or not having enough ‘green’ 
programs in place to recycle future space products obtained from the asteroidal regolith [97]. 
This scrutiny is unjustified because this industry is still in its infancy, about to deliver 
spectacular results and overcome great future difficulties. All mining endeavours present 
unforseen situations and nothing is perfect - not even in engineering design and thus any 
ethical position needs to be critically evaluated from different perspectives which might 
include the future unforseen mining contributions for the human flourishing in space. 
3) Asteroids are also considered by some ethicists as pristine environments and thus in need 
for protection as ‘wilderness areas’ [98, 99]. I believe this rule should apply for particular 
asteroids which have been proven to be inhabited by a form of life, similar to terrestrial 
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future disputes without the recourse to armed violence. Additionally, since modern war uses 
products manufactured from RER used to manufacture sophisticated communication 
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national reserves and parks where special care is offered to endangered plant or animal 
species, for instance. At present, there is no life or aesthetic and cultural value considered by 
humanity to support this claim. 
4) According to many scientists, asteroids offer great scientific benefits such as clues to the 
origin of life on Earth. Some people believe that by mining/destroying them we prevent 
future research in this area. However scientific experiments are to be done before each mine 
starts. 
5) Some people are in favour of Arctic and Antarctic mining, considered to cost much less. In 
many scientists’ view [100], however, if mined, these zones may release methane gas found 
under the thick ice layers found at each of the poles and thus raise global temperatures and 
affect the ozone layer.  Another potential peril is ocean contamination with smelting 
products– inexistent danger in space. Thus, asteroid mining is preferable because mining 
RER will have a lesser impact on the Earth’s environment than terrestrial mining.  
6) Some people have argued that space resources ought to be evenly distributed amongst all 
countries. Sharing in resources and profits without any contribution is unethical no matter 
how rich or advanced the sharing company or country might be because of the economic 
changes which take place and which are closely connected with the phenomenon of 
increasing returns - the oldest theory in economics [101]. Another reason is the fluctuation in 
the behaviour of populations which plays an important and controversial role in evolutionary 
biology – the Fisher’s principle.  [102]. I consider the equal distribution of space resources or 
humanity’s role of overseeing the interest of a private client or country as wrong due to the 
competition principle which drives the mining industry at present [103, 104, 105, 106, 107] 
and also due to present international wealth balance’s instability [108]. In modern economics, 
despite collaboration and joined operations between mining companies, mining companies 
have the tendency to follow their own economic interests, usually with no final collaborative 
engagement or common identification towards a unified mining industry. Thus, 
competitiveness is not achieved by focusing on one parameter, but actively and extensively 
pursued on a group of pertinent issues (i.e. human resource investment, innovation and 
manufacturing processes and so on) [109]. Additionally, at the international level, a country’s 
dominance in the world is changed by many different factors apart from the economical parameter 
[110]. Wider societal factors will play their part in humanity’s future circular economy which 
has much to do with mining processes, design of consumer products and recycling of waste in 
the fight to protect Earth and outer space [111]. Nevertheless, deliberate national choices in 
sharing resources are not unethical [112] if supported through referendum and should be 
encouraged based on humanitarian aid principles such as royalties on leases delivering funds 
to help developing countries. The ideal goal of space ethics, including asteroid ethics as a 
science, is to objectively justify the proposed set of principles which will be fundamental 
enough to hold for all particular situations [113, 114], including mining processes and 
resource delivery. 
 
Objections to these arguments  
Most of these values refer to abstract notions and are not really practical in real life where 
competition and desire for a quick gain mark modern society. Since this opposition relies 
mainly on earthly mining disaster-arguments, we shouldn’t consider asteroid mining to be 
intrinsically morally wrong. The idea that asteroids have intrinsic value in themselves only as 
a whole is incorrect because, as a parallel, our Earth is not valuable only as a planet, but due 
to each of its unique ecosystems [115, 116]. Similarly, an asteroid should be valued as a 
whole and in parts. Additionally, present space law or lack of law should not stop us from 
mining because law has never been an obstacle for great inventions.  
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The current international law system doesn’t cover space mining. Despite the lack of present 
regulations, a parallel with earthly mines carefully preserving items of historical significance 
such as fossils or artefacts applies to asteroid mines because looking for alien life before and 
during future excavations should always be a priority. Nevertheless, asteroid mining will be 
governed by principles such as 1) human rights of freedom and open access, and freedom of 
information; 2) fair competition, private property rights, and minimal state based on the OST 
principles of transparency which will deny a private company to keep asteroidal information 
commercial-in-confidence and will prevent a nation from hiding classified mining 
information; and 3) the priorities of leadership and national security in world of affairs” – 
extremely important in the development of international asteroid policy.  
 
Asteroid mining will also have legal implications with the need for an Asteroid Treaty. In my 
opinion, until space settlements have their own government in place, the best option for space 
mining conflicts is an improved OST legal system with an International Asteroid Treaty for 
all main space powers to agree upon in order to avoid future conflicts and legalise usage and 
ownership of asteroids. This treaty will be similar to the Madrid Agreement of 2002 which 
clarified the legal regime governing Antarctica. My argument for not using the international 
sea or air systems as a guide is based on the fact that there are huge differences between sea 
and air benefits (i.e. fishing, travel) and the usage of asteroids and that the Sovereignty 
Principle for asteroids and the private ownership of a company are both guaranteed on behalf 
of that country’s signatory status to the United Nations (U.N.) space policy. Additionally, 
there is no need for a state to enforce a space policy, rather a U.N. engagement. Thus, USA’s 
Asteroid Bill (May 2015) is irrelevant because the OST covers the space law regarding these 
space bodies. Further studies of the legal issues of asteroid mining will be the subject of 
future work. 
 
I strongly believe that due to the huge risks and costs nobody will mine asteroids unless 
private property is guaranteed. Although mining NEAs could be managed efficiently through 
a system of leases by the U.N. [117], no terrestrial international organism will enforce its 
regulations for the MAB asteroids due to the vast distance or at least not at present due to 
inexistent legal jurisdiction areas for specific asteroidal families. Declaring sovereignty on 
asteroids and releasing asteroid lease titles should be tasks dealt by an international body of 
the U.N. and according to an Asteroid International Agreement. Most space miners will be 
registered within a parent state and, thus, easily identifiable. In my opinion, the odd ‘pirate’ 
ventures with no state of registry will be made liable by supplementary norms of this treaty. 
And if this system fails, then the state regulations should apply for each space mining 
company or multilateral state agreement in case of a multinational company, if in place.  
 

4. Suggestions for Asteroid Mining 
 
Without the back-up plan of seeking new RER, found abundantly on asteroids, the future 
global economy will suffer greatly. In my opinion, all mining should be performed 
responsibly, without destroying the environment by humans or robotic technologies as it 
might take away the ‘future unknown asteroid experience’ a human might have when visiting 
asteroids. During the incoming decades, due to its known benefits, asteroid mining will be 
conducted within certain limits stated by a future asteroid ethics which will greatly help the 
enforcement of legal regulations. The ethical behaviour in space will be hallmark for space 
industry since humanity assumes that the OST principles will be respected by the future space 
industry and that unethical space behaviour will be strongly condemned by the international 
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community, maybe much more severely than wrong terrestrial actions due possibly to greater 
impacts on environment and human lives. 
 
The need to protect asteroids is mainly due to the fact that humans will not be able to live in a 
hostile climate for a long time unless they use resources such as those found inside asteroidal 
regolith and also due to the possibility of life that might exist on them. Space exploration 
equals asteroid mining and its main reasons, such as humans’ unique sense of curiosity, 
capacity to ‘project oneself beyond the immediate boundaries of space and time’ and 
exploration mission or desire, also apply to space mining. Although I agree with these 
important reasons for asteroid mining, I consider that the greatest benefit is the opening of 
new possibilities of exploration, greatly enhancing humanity’s ability to go beyond its 
physical and intellectual limits. In addition, such missions invite international cooperation in 
multiple fields: hardware design, mineral delivery, commercial exploitation, planetary 
defence against asteroidal impact, engineering deflection of dangerous planetoids, geological, 
psychological and legal research.  
 
Taken together, with all its main economic benefit, asteroid mining will demonstrate great 
human cooperation as never seen before. It will be the greatest scientific achievement, more 
valuable than humanity’s first step on the Moon because we have something larger to gain in 
mining asteroids: not just the preservation of our species, the study of our evolution or the 
safeguard for our environment. Space mining will require various people of different 
backgrounds coming together towards a common purpose: the opening of a new frontier 
which will enlarge human opportunities on Earth and in the far-land which many will come 
to call ‘home’. During history, societies which took risks and extended themselves beyond 
their borders are known as non-stagnant worlds [118, 119] and increase the chances for 
success for successful peace, prosperity and progress. Asteroid mining will be such a 
milestone for human future in space due to multi-national operations which guarantee 
cooperation, and not necessarily peace (i.e. despite its role in human progress, International 
Space Station ISS has not guaranteed peace).  
 
Unlike Mars or the Moon, the need to protect asteroids from human ruin is immediate, as 
private companies will likely mine them within the next generation. Nevertheless, there will 
clearly be no great magnitude of asteroid extraction soon and it will always happen in 
connection with to the Earth’s climate’s destruction. The future usage of asteroid minerals 
depends on their profitability on the earthly markets and will be a stepping stone in the 
creation of a space settlement. The uniqueness of products which result will be according to 
the characteristics of such mined asteroids. The operating costs will have a huge impact at 
first knowing the high price for space equipment and the high risk for human space 
involvement.  
 
I don’t believe market fluctuations will have a great impact on the value of asteroidal 
resources, knowing how expensive and rare He₃ and strategic metals are on Earth. Space 
minerals are expected not be subject to market fluctuations as international markets are 
generally not subject to cyclical fluctuations due to unchanged tastes and habits [120]. Also 
the fact that the mining industry will happen at a small scale due to immense investments 
needed, infant technologies (i.e. biomining, nanotechnology, hydrometallurgy for treating 
RER ores or concentrates) and inexistent qualified space mining personnel will temper 
market fluctuations. Similar to climate resources (i.e. sun, sea, sand supply), the value of 
space minerals varies in time and space. However, unlike other market commodities, they 
will probably not be affected by markets’ fluctuations due to their demand, geographical 
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supply and abundance for the future [121]. Another reason for the value of space mining 
investments not to be subject to market variations is the great return of these shares which 
will drive a low market risk [122]. Due to their high demand and terrestrial scarcity, these 
pure minerals will continue to be expensive for a long time without a wide price fluctuation 
or at least less wide than that of terrestrial supplies. Nevertheless, due to possible alteration of 
global/regional terrestrial resources’ usage, markets and regulatory mechanisms are needed 
for an equitable and sustainable allocation of space resources [123, 124] because it is 
crucially important to move from a current capitalist understanding of the world towards an 
ecological understanding [125]. Additionally, more than economic and legal reasons (such as 
the synergy between the public and private sector), testing the equipment will be the most 
critical step towards the feasibility of asteroid mining (i.e. unlike NASA’s risks, Russia’s 
repetitive testing brought back a higher rate of success [126]). 
                                                                                        
All these previous arguments are important as they provide a clear set of ethical thinking for 
establishing reasons for mining and for setting clear asteroid land marks and space mining 
regulations for future asteroid mines before human and robotic presence are established on 
them. A cosmocentric ethic enunciated for the protection of asteroids and the recognition of 
space private property will be a powerful incentive given to governments to sign an 
international asteroid treaty to settle in outer space. This treaty must be an active timely legal 
tool with practical examples, not a simple list of postulates.  
 

5. Future Directions 
 

Asteroid mining will maximise the choices available to us and to future generations because 
of its various benefits. It will help humanity to take a responsible environmental position 
regarding the Earth due to new technologies and withdrawal from the Artic mining. In 
addition, it will teach us to avoid a potential asteroidal impact because experience in asteroid 
mining will allow for changing an asteroidal orbit and destroy it, if necessary. Although self-
interested reasons should never have priority over moral reasons, some rational compromise 
between self-interested reasons and human welfare is to be reached in this ethical decision of 
asteroid mining. 
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Fig. 2 An artistic depiction of human and robotic mining on a NEA 
(stevenhobbsphoto.com.au)  

 

Conclusion 
 
Throughout history humanity has been driven by a sense of adventure and curiosity to 
explore, including extreme environments such as the poles and the Himalayan Mountains. I 
believe that there are decades in the history of a nation when challenges occur. To miss them 
is to miss the whole meaning of progress, of an era. Thus, asteroid mining is such a challenge 
because we risk great peril if we can’t predict how to answer to problem of resource depletion 
and explore new possibilities to further our innovations within space exploration. Humanity 
should be careful about retreating from space mining because if we are reluctant to turn our 
back upon asteroids and we will deny all capability to colonise space and to manifest our 
presence beyond Earth. 
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Summary:  Lowering space launch costs is widely seen as crucial to the long-term development of 
the space industry. However, many proposals for reducing these costs make use of an unspoken 
underlying assumption: that reducing launch costs will stimulate demand. Such a significant 
assumption warrants investigation, in order to test its validity. To this end, a census of all commercial 
LEO and GEO launch activities from 1997 to 2014 has been completed. Average annual unit launch 
costs (in USD/kg) and total annual demand (measured as total payload mass delivered to orbit) have 
been determined for all commercial launch systems over this period. This data was used in a non-
linear regression analysis to establish a model for the relationship between launch costs and demand. 
The model is used to estimate how much of the variance in demand is attributable to cost, and to 
establish Price Elasticity of Demand (a measure of the behaviour of demand relative to price) for the 
space transportation industry. The model is also assessed as a general tool for use in space 
economics analysis and research. The results indicate that there is a significant correlation between 
price and demand, with price accounting for around two thirds of the observed variance in demand. 
Furthermore, the model indicates that demand is highly elastic relative to price. However, while the 
model fits the existing data well, it would be unviable for extrapolation outside the existing data set. 
Even with this caveat, the results indicate that there is a strong correlation between price and 
demand. Therefore, efforts to reduce launch costs should stimulate demand, and the aforementioned 
assumption is valid.   
 
Keywords:  Space Transportation, Space Economics, Price Elasticity of Demand. 
 

Introduction 
 
The excessive cost of launching payloads into space is widely considered to be one of the most 
significant barriers to growth in the space industry, with costs typically exceeding thousands of United 
States Dollars (USD) per kilogram of payload delivered to orbit [1]. Low-cost space transportation 
solutions, such as Reusable Launch Vehicles, are often proposed to reduce launch costs. However, 
in justifying the business case for these solutions, it is often assumed that lowering launch costs will 
stimulate demand to levels at which the return on investment for the development of these low-cost 
solutions is acceptable. This may not be the case – if demand is inelastic in comparison to price for 
space transportation services, then reductions in launch costs will not have a significant impact on 
demand. On the other hand, if demand is elastic, then reductions in launch costs should have the 
desired effect of stimulating demand. This paper details the results of a statistical analysis designed to 
test this assumption of elasticity using space launch industry data covering the past 18 years. The 
primary aims of this analysis are to determine if there is a statistically significant correlation between 
price and demand for space transportation services, and if this relationship exists, to determine of the 
relationship is elastic or inelastic. It should be noted that historical data, such as that which is used in 



Page 46  Proceedings from 15th Australian Space Research Conference, 2015

this analysis, may not accurately predict future trends, especially where disruptive technologies, such 
as low-cost space transportation, could have a significant impact on the market. 
 

Data Collection 
 
For the purposes of this study, only the relationship between price and demand is considered. Other 
factors, such as supply rates and macroeconomic drivers may also influence demand. However, data 
required to measure these factors was not available from the sources used in this analysis, and their 
inclusion would not significantly improve the outcomes of this study, which focuses explicitly on the 
impact of reducing costs on demand for space transportation. As such, while it is important to 
acknowledge these factors, and perhaps consider them in a more comprehensive economic model of 
the space transportation industry, measuring the impact of other variables on space transportation 
demand is outside the scope of this study.  
 
A census of all commercial launch events from 1997 to 2014 was conducted, using launch data from 
the United States Federal Aviation Administration (FAA) Commercial Space Transportation Year in 
Review reports [2]. In order to determine the nature of the relationship between price and demand, 
total annual demand (in kilograms of payload to be delivered to orbit) was compared to average 
annual price (in USD per kilogram of payload to be delivered to orbit) for each individual launch 
system. Determining price and demand on a “per kilogram” basis allows for fair comparison of large 
and small capacity launch systems. Furthermore, comparing launch systems on an annualized basis 
allows for fair comparison of systems with a shorter commercial service history (such as the SpaceX 
Falcon 9) with systems which have a longer commercial service history (such as the Ariane 5).  
 
Non-commercial (government) launches may not be strongly influenced by price – other factors, 
such as political concerns, could take priority. As such, this analysis focuses commercial launch 
events only, as defined by the FAA. Inflation factors were applied to the historical data using figures 
from the United States Bureau of Labor Statistics [3]. Payload deliveries to both Low-Earth Orbit 
(LEO) and Geostationary Orbit (GEO) were considered in this analysis. GEO payloads were 
converted to a LEO equivalent by dividing the payload mass by the launch vehicle GEO payload 
capacity, then multiplying this value by the launch vehicle LEO payload capacity. This compensates 
for the reduced payload capacity associated with the higher delta-V requirements for a GEO launch, 
and allows for LEO and GEO launches to be compared directly. 
 
The FAA reports provided information on launch systems, dates, and payload descriptions and 
launch costs. However, payload masses, which were required for both total annual payload and 
average annual price calculations, were only included in FAA quarterly reports until 2000 [4]. As 
such, payload values were obtained from a wide variety of sources, including Government and NGO 
databases [5] [6] [7] [8], space agencies [9] [10] [11] [13] [13] [14] [15] [16] [17] [18], launch 
service providers [19] [20] [21] [22] [23] [24] [25] [26] [27], academic papers & technical reports 
[28] [29] [30] [31] [32] [33], news articles [34] [35], conference presentations [36] [37] [38] , 
manufacturers [39] [40] and other service providers [41]. 
 
The collected data was processed and 163 data points were produced. Each data point reflects the 
total payload delivered to orbit (in kilograms) by a particular launch system in a calendar year, and 
the average price (in USD per kilogram) of delivering these payloads to orbit in the respective year. 
These data points are plotted in Fig. 1.  
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Fig. 1:  Collected Data  
 

Regression Analysis 
 
In order to establish whether a correlation exists between price and demand, several different 
transformations were performed on the data, including both inversion of the data and conversion to a 
logarithmic scale, and regression analyses were preformed to establish a modelling function. It was 
determined that simple inversion of the data and linear regression led to the best correlation between 
the data and the function (as measured by the R2). As such, a regression analysis has been 
performed on the data set shown in Fig. 1. This data set is obviously not conducive to a linear 
regression. As such, the data was linearized through inversion of the demand values. This process of 
inversion revealed two significant outliers which are not visible in Fig. 1. These outliers can be seen in 
the inverted data set as shown in Fig. 2. 
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Fig. 2:  Inverted Data (outliers circled in red)  
 
Both outliers correspond to a single launch event each. Both launches were conducted under similar 
circumstances. The Shtil and Volna rockets were launched in 1998 and 2005, respectively. Both 
these launches were essentially retired Submarine-Launched Ballistic Missiles (SLBM’s) owned by 
the Russian Navy, with small LEO payload capacities sold on the commercial market [42]. The 
launches were offered at extremely low cost, probably not fully recovering the cost of SLBM’s 
modifications required for space launch. Furthermore, opportunities for launching payloads under 
these circumstances only arise through the operations of another stakeholder (i.e. disposal of the 
Russian Navy’s SLBM’s). In this sense, although these launches were classified as “commercial” by 
the FAA, and represent an innovative method for recycling and disposal of military hardware, such 
launches do not meet the true definition of a commercial launch for two primary reasons: the price is 
unsustainable for profitable commercial operations, as it does not reflect the total cost of developing 
and manufacturing the launch vehicle, and availability is constrained by SLBM disposal schedules, 
such that increases in demand could not necessarily be met through increased supply. For these 
reasons, these outliers have been removed from this analysis as they are not considered to be true 
commercial launches. 
 
With the outliers removed, the data set is more amenable to a linear regression, as shown in Fig. 3. 
With the regression analysis performed, the regression trend line is also shown in Fig. 3. A regression 
slope hypothesis test was performed in order to determine if a correlation existed between price and 
demand. A significance level of p = 0.01 was selected for the hypothesis test. With the two outliers 
removed, there were 161 data points in the regression analysis, equating to 160 degrees of freedom 
for the hypothesis test. For a two-tailed regression slope test with p = 0.01 and 160 degrees of 
freedom, the minimum t-score for the hypothesis test is ±2.623 [43]. 
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Fig. 3:  Inverted Data with regression slope shown  
 

 
 
 

Results 
 
The regression slope shown in Fig. 3 has an R2 value of 0.663.  The result of the regression slope 
hypothesis test described in the previous section was a t-score of -3.928. This is outside the bounds 
of minimum score of ± 2.623. As such, it can be said with a 99% level of confidence that there is a 
statistically significant correlation between price and demand. With the likely presence of a 
correlation between price and demand established, a price-demand function can be established by 
inverting the regression slope function. The price-demand function is shown graphically in Fig. 4, 
along with the original data set for comparison. The equation for the price-demand function is also 
shown in Eqn. 1, where D = Total Annual Demand (kg) and P = Average Annual Price (USD/kg). 
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Fig. 4:  Price-Demand Function 
 

 D = [P×{4.239×10-8} – {2.874×10-4}]-1 (1) 
 
With the relationship between price and demand established and verified, the elasticity of the price-
demand function needs to be tested. Price elasticity is calculated as a percentage change in demand 
over a percentage change in price. If this value is less than -1, demand is elastic. If the value is 
between 1 and 0, demand is inelastic. Price elasticity was tested for all values of the function shown 
in Fig. 4 (from P = $7,700 USD/kg to P = $150,000 USD/kg) in $100 USD/kg increments. The 
highest value of price elasticity was determined to be -1.133 at P = $150,000 USD/kg. Conversely, 
the lowest value of price elasticity was -63.039 at P = $7,700 USD/kg. Elasticity was found to 
increase with decreases in price between these two values. 
 

Conclusions 
 
The results of this investigation indicate that there is a statistically significant correlation between price 
and demand. Furthermore, the R2 value of 0.663 indicates that the regression function accounts for 
approximately 66% of the observed variance in demand. There are likely other factors which impact 
demand, such as prevailing economic conditions or new satellite technology. Introducing these 
factors into a multivariate demand function may account for more variance and increase the accuracy 
of the function, but such an investigation is beyond the scope of this analysis, as the primary focus of 
this investigation is the relationship between price and demand.  
 
The price-demand function described in this paper has been developed to maximise correlation with 
available data. As such, the model is not ideal for extrapolation beyond the available data set. For 
example, the price-demand function reaches a vertical asymptote at a price value of $7,576 
USD/kg, which would indicate that demand effectively become infinite at this price point. While the 
function fits the data well, this example indicates that using this function to extrapolate to lower prices 
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in order to establish the impact on demand will yield unrealistic results. As such, extrapolation of the 
function for purposes outside of this analysis is not recommended. 
 
The results of the price elasticity of demand analysis indicate that demand for space launch services is 
indeed elastic for changes in price. Furthermore, this elasticity increases as price decreases, 
suggesting that further reductions in price will have an ever more significant effect on demand. This 
result validates the assumption that driving down launch costs will stimulate demand for space launch 
services, and serves to justify the business case for investment on low-cost space transportation 
systems and technologies. 
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Summary: Young stars are frequently observed to host circumstellar disks, within which their 
attendant planetary systems are formed. Scattered light imaging of these proto-planetary disks 
reveals a rich variety of structures including spirals, gaps and clumps. Self-consistent modelling of 
both imaging and multi-wavelength photometry enables the best interpretation of the location and size 
distribution of disks' dust.  

Epsilon Sagittarii is an unusual star system. It is a binary system with a B9.5III primary that is also 
believed to host a debris disk in an unstable configuration. Recent polarimetric measurements of the 
system with the High Precision Polarimetric Instrument (HIPPI) revealed an unexpectedly high 
fractional linear polarisation, one greater than the fractional infrared excess of the system. Here we 
develop a spectral energy distribution model for the system and use this as a basis for radiative 
transfer modelling of its polarisation with the RADMC-3D software package. The measured 
polarisation can be reproduced for grain sizes around 2.0 m. 

Keywords: Polarimetry, Debris Disk, Binary Star. 

Introduction 

Astronomical Polarimetry 

Within the Solar System polarimetry was most famously used to identify the Venusian clouds as 
being a composition of H2SO4-H2O particles of various sizes [1]. Venus is particularly well suited to 
this type of work because it presents a large range of phase angles to Earth in a short time frame, in 
contrast to the outer planets. Polarimetry is also used to learn more about particle size, composition 
and porosity of airless bodies like comets and asteroids [2]. Polarisation in these systems is phase 
and colour dependent with the maximum polarisation known to vary inversely with albedo [2]. Such 
determinations constitute complicated inverse value problems but are nevertheless pursued for the 
unique information they can provide. 

The integrated light from the disc of a star is typically unpolarised; this is a result of the cancellation 
by circular symmetry of limb polarisation. For us to see polarisation from a star system requires that 
the circular symmetry be broken, or polarisation generated by scattering and absorption from 
surrounding gas and/or dust or another atmosphere. In this case it is possible to determine the size 
and composition of the scattering particles just as for Solar System bodies.   

The HIPPI survey of Southern bright stars 

We have recently completed and published [3] a short polarimetric survey of the brightest stars in the 
Southern hemisphere using the HIgh Precision Polarimetric Instrument (HIPPI) [4]. HIPPI is one of a 
new generation of parts-per-million polarimeters. The predecessor to HIPPI, PlanetPol [5], 
conducted a similar survey in the Northern hemisphere [6]. The unprecedented precision of these 
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two instruments in fractional polarisation – more than an order of magnitude more precise than 
previous instruments used for such surveys – enabled the identification of a plethora of polarigenic 
phenomena.  

Stellar types identified with elevated levels of polarisation included: late giants, Ap stars, Be stars, 
close binaries as well as ordinary B-type stars (particularly earlier types) [3], such that polarised stars 
were most prominent at the extremes of the H-R diagram. The signals from most main sequence stars 
are polarised only by the interstellar medium. The alignment of elongated grains within the interstellar 
medium by magnetic fields or otherwise acts to polarise light. Within the local hot bubble, a region 
largely devoid of gas and dust close to the Sun, this interstellar polarisation is small; ranging between 
~2x10-7 pc-1 in parts of the Northern hemisphere to ~3x10-6 pc-1 at some Southern declinations [3] 
(although we have since tentatively identified a small localised region of the Southern sky with 
interstellar polarisation perhaps double this (Marshall et al., unpublished data), this doesn’t appear to 
be the norm). Amongst main sequence stars, those known to harbour debris disks exhibited slightly 
elevated levels of polarisation. 

Dust grains in circumstellar disks polarise light by scattering and absorption processes. Polarisation 
seen by aperture polarimetry – where the aperture takes in the central star as well as the whole/a 
large portion of the disk – has been reported at levels of ~0.1 to 2% ([7] and references therein). 

 Debris Disks 

Circumstellar debris disks around evolved, main sequence stars are the dusty remnants of planet 
formation processes [8, 9]. They are composed of bodies spanning micron-sized dust grains to 
kilometre-sized asteroids. The larger bodies (beyond ~ mm-cm sizes) cannot be directly observed, 
but we infer their presence due to the short lifetime of dust grains under the influence of radiation 
forces [10, 11] in comparison to that of the host star. Often, the presence of circumstellar dust is 
revealed by the measurement of excess emission from a system, above that expected from the stellar 
photosphere alone, at infrared wavelengths.  

From multi-wavelength modelling of the excess emission we derive a temperature (radial distance) 
for the dust [8], i.e. cool disks are detectable at long wavelengths, whereas warm/hot disks have 
signatures at increasingly shorter wavelengths. Broadly speaking, debris disks are either warm 
asteroid-belt analogues, or cool Edgeworth-Kuiper belt analogues (e.g. [12]). The incidence varies 
with spectral type; around FGK (sun-like) stars, the incidence of cool debris disks is 20+/-2% [13], 
and slightly higher for A stars at ~ 30% [14]. The observations are limited by instrumental sensitivity. 
At shorter wavelengths, where the photosphere is a greater contribution to the total emission, the 
contrast between star and disk drops such that only 2% of FGK stars are known to host disks [15]. 
Likewise, determining the presence of a faint warm belt in the presence of a bright cool belt is also 
tricky [16]. 

 The architectures of debris systems derived solely from the excess are subject to inherent 
degeneracies in the modelling process (e.g. between dust grain size and temperature). For example, a 
simple blackbody approximation underestimates the disk extent for FGK stars by a factor of 4-5 
(e.g. [17, 18]).  Using spatially resolved imaging as an additional constraint weakens the degeneracy 
and allows a much better constraint on the dust properties to be derived [19, 20]. Images of the disk 
continuum at infrared wavelengths are limited by the angular resolution offered by space telescopes. 
Imaging a disk in scattered light with ground-based 10m-class telescopes (or interferometers) 
provides both the high spatial resolution imaging, and a measure of the scattering properties of the 
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dust grains - information that cannot be gleaned by alternative means. However, most debris disks 
are tenuous, and the relationship between continuum excess and scattered light brightness is weak 
[21]. 

Polarimetric imaging using the high-contrast adaptive optics instrument GPI has provided new insights 
into the structure and architecture of several systems [22-25]. Tracing the polarisation of the disk as 
a function of its radial extent and orientation allows a unique determination of the disk alignment, and 
greater insight into the dust properties throughout the disk rather than in aggregate. Aperture 
polarimetry with e.g. HIPPI [4] can provide similar or even better sensitivity to polarisation induced 
by circumstellar dust, but without the spatial information, useful in cases where this would be 
unobtainable in any case e.g. for asteroid belts around more distant stars, or ‘hot dust’ disks.  

Epsilon Sagittarii 

System 

The inspiration for the present paper is  Sgr (HIP 90185); it is unusual for a debris disk system on 
two counts, firstly it has a spectral type of B9.5III, and secondly it is a binary system where the 
secondary is separated from the primary on a similar scale to the debris disk. It is this second 
property that makes  Sgr particularly interesting, for it has the potential to produce an asymmetry in 
the scattered light seen in our aperture and thus a polarisation signal beyond what might be expected 
from the disk otherwise. 

 Sgr A is 3.52 MSun
 star of spectral type B9.5III. The secondary,  Sgr B, has a mass of 0.95 MSun 

[26] and orbits at 106 AU from the primary [27]. Rhee et al. [28] have reported an excess of 
4.5x10-6 from IRAS 60 m data, indicating a debris disk centred at 155 AU [27]. Consequently 
Rodriguez and Zuckerman [27] list  Sgr as one of nine known dynamically unstable binary/multiple 
debris disk systems, with only a 0.2% probability that uncertainties in inclination and orbit actually 
place the secondary outside the unstable zone. The excesses derived from Spitzer data at 13 m and 
31 m [29, 30] are greater than that at 60 m from IRAS, which implies a closer debris disk. Below 
we develop a spectral energy distribution model with this and other data. Both the cited references 
and our model assume a circumprimary debris disk, however it should be mentioned that a 
circumsecondary system like that described by Rodigas et al. [31] for HD 142527 may also be a 
possibility. Regardless of the true nature of the system we feel that the assumed geometry for  Sgr 
represents an interesting case for investigation of the effects of a secondary on the observable 
features of a debris disk system. 

Polarimetry 

A linear polarisation measurement of 162.9±4.4x10-6 for  Sgr was obtained with the HIPPI 
instrument operating in the SDSS g’ band (effective wavelength 462 nm) on 1/9/2014 [3]. HIPPI has 
an aperture of 6.7”, which would place the secondary within the aperture, and the centre of the 
debris disk on the edge of it. However, seeing at the time of the observation was ~4”, meaning that a 
significant contribution from the outer part of the disk can be counted on. 

Based on the maximum interstellar polarisation we observed during the bright star survey we would 
not expect more interstellar polarisation than ~132x10-6 for a star at 44 pc in the South, meaning that 
at least ~30x10-6 is intrinsic to the system – more than would be expected from the infrared excess 
(Marshall et al., in prep). In the particular case of  Sgr, the nearest star that we’ve measured that 
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we expect to have only interstellar polarisation is the A2.5V star  Sgr. It has an interstellar 
polarisation corresponding to 1.03x10-6 pc-1 [3]. Assuming a linear increase in polarisation with 
distance this suggests an interstellar contribution of only 45x10-6 for  Sgr. However  Sgr and  Sgr 
are separated by 10 degrees and 17.9 pc, and even though the magnitude of interstellar polarisation 
appears to vary fairly smoothly near to the Sun this calculation should be considered as potentially 
indicative only.  

It should also be noted that  Sgr B was found as a result of a search of late-B stars showing high X-
ray fluxes [26]. Some X-ray binaries have been found to show variable polarisation [32] which may 
be an alternative explanation for the polarisation observed. However, such detections have been 
rare, and generally for much stronger X-ray sources. Indeed the X-ray activity might be an indication 
of dust accretion onto the secondary, which is another scenario suggested for HD 142527 [31]. 

Modelling Procedure and Results 

Spectral Energy Distribution 
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Fig 1:  Sgr SED. Black data points are ancillary optical, near- and mid-infrared photometry. 
The dark blue line is the Spitzer IRS spectrum, and the light blue data points are fluxes derived 
from the spectrum at 13 and 31 m. Red data points are IRAS photometry. Hollow data points 

denote the excess at mid- and far-infrared wavelengths. 1-sigma uncertainties are shown as 
error bars. The dotted line is the stellar photosphere, combining both primary and secondary 
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components, the dashed lines are the disk components, the dot-dash line is the sum of the disk 
components, and the solid line is the total star + disk model. 

Fig 1 shows the modelled spectral energy distribution (SED). We modelled the spectral energy 
distribution of the system using two blackbody components and obtained a fractional excess of 
75x10-6, which is more consistent with what we would expect based on the polarisation measured. 
The quality of this value is strongly dependent on the assumptions made regarding the temperature of 
the cold component and the stellar photosphere contribution.  

The contribution of the stellar binary to the total emission was represented by a pair of NEXTGEN 
stellar atmosphere models [33, 34]. The primary (B9.5III) was modelled with Teff = 9800 K, log g = 
3.5, and R* = 3.7 Rsol, whilst the secondary (K5) was modelled with Teff = 5600 K, log g = 4.5, 
and R* = 1.1 Rsol. The stellar radii are derived from a least squares fit to the photometry based on 
the stellar models used, which are appropriate for the spectral types. Both stars were assumed to 
have solar metallicity. The combined stellar SEDs were scaled to optical and near-infrared 
photometry taken from HIPPARCOS [35], 2MASS [36], and WISE [37].  

The disk model was approximated as a pair of blackbodies. This approach was motivated by the 
rising slope of the IRS spectrum at mid-infrared wavelengths combined with the strong excess at 60 
m, indicating the possible presence of two dust components. In our model the two dust components 
are fitted simultaneously using a least-squares approach, weighted by the photometric uncertainties. 
We find the best-fit temperature for the cold component, fitted to the 31 and 60 m data points, to 
be 60±10 K (Lir/L* = 7.4 x10-5), and the warm component, fitted to the mid-infrared excess, was 
found to have a best-fit temperature of 300±50 K (Lir/L* = 1.3 x10-6). We note that a single, 
warmer disk model does not replicate the shape of the IRS spectrum and IRAS 60 m data 
satisfactorily. Due to the absence of longer wavelength data constraining the peak of the cold 
emission, the total fractional excess is subject to large uncertainties. 

Radiative Transfer and Polarisation 

To estimate the disk polarisation we use RADMC-3D [38], a three-dimensional radiative transfer 
modelling code, to handle the scattering and polarisation of a given dust composition and disk 
structure. We assume that the disk architecture is a ring of uniform volume density of dust centred 
120 AU from  Sgr A with a diameter of 20 AU. The ring is wedge shaped with a narrow opening 
angle of 5 deg. The geometry of the system is shown in Fig 2. The dust composition used in our 
models is astronomical silicate [39]. The SED model used blackbodies to fit the excess but here we 
adopt a realistic grain model. To reconcile these two approaches, the emission from the RADMC-
3D model, using the architecture inferred from the SED model, is scaled by an arbitrary amount to 
match the observed excess emission i.e. the dust mass, number density, etc. is scaled to achieve the 
same excess. 

Using the DDSCAT code [40] we calculate the Mueller matrix elements for an ensemble model of 
the dust assuming a single grain size within the disk. A power law distribution would be consistent 
with a steady-state collisional cascade [41], and such is an approach we intend to take with further 
work, but here we are predominantly interested in the potential scale of the effect and so have taken 
a simpler approach for the sake of expediency. These matrix elements, along with the absorption and 
scattering efficiencies are then used as input to RADMC-3D to compute the disk model. Output 
from the disk model consists of four images tracing the Stokes parameters I, Q, U and V at 550 nm 
(which is the centre of the standard Johnson V band), of which we present Q and U. The models 
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below in Fig 3 through Fig 5 illustrate the expected polarisation from  Sgr as a function of system 
inclination, geometry and dust grain size. Note that the RADMC-3D polarisation co-ordinate system 
is rotated 90 degrees such that positive Q aligns with the x-axis. 
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Fig 2: A schematic layout of the  Sgr 
system as modelled. We have assumed a 
narrow, 20 AU, annulus for the disk in 

addition to known system parameters. In 
the latter polarisation maps the x- and y-
axis units of 1 to 100 correspond to the -

150 to 150 AU range shown here. 

Table 1: Integrated polarisation for each 
geometry and grain size modelled. (0.1 m 
sized grains were also tested but with no 

appreciable polarisation signal in any 
geometry.) 

Particle�Size e�Sgr�B�PA Inclination Q U P
(mm) (deg) (deg) (x10-6) (x10-6) (x10-6)

0 -0.4 0.0 0.4
60 0.6 0.0 0.6
90 1.0 0.0 1.0
0 0.4 0.0 0.4
60 1.6 1.1 1.9
90 2.5 0.1 2.5
0 -0.2 -0.1 0.2
60 -12.0 0.0 12.0
90 -12.3 0.0 12.3
0 0.0 0.1 0.1
60 -14.3 -4.2 14.9
90 -15.2 0.6 15.2
0 -16.0 -0.6 16.0
60 -12.0 -0.1 12.0
90 -12.3 0.0 12.3
0 16.0 -0.2 16.0
60 -110.0 -39.0 116.7
90 -200.0 71.0 212.2
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For inclinations other than 0 degrees, the position angle of the secondary is affecting the polarisation 
that we see, this can be seen by comparison of Fig 3 and Fig 4. Here greater polarisations are 
generated for  Sgr B at a position angle (PA) of 90 degrees. This is a manifestation of asymmetry of 
the system from the perspective of the observer. Here we also see more significant polarisations in 
the U Stokes parameter. Again this is a result of asymmetry, but here it is brought on by the 
directionality of Mie scattering, i.e. there is greater forward scattering for the larger grains, and when 
the disk is inclined this manifests in U.  

The single grain sizes tested here are on the same scale as the wavelength of light. Consequently there 
is a “ringing” effect superimposed on trends with grain size. Nevertheless, in Fig 5 we can see the 
result of increased forward scattering with increased grain size where the polarisation in Q near the 
secondary goes from mostly positive to mostly negative. 

The most striking feature of Fig 3 through Fig 5 is the impact of the secondary on the polarisation 
map – intense fractional polarisation is localised near the secondary. Table 1 presents the total 
polarisation for the system in each geometry and for each grain size tested. It shows that the total 
polarisation is consistently larger when the secondary is off-centre and an asymmetry induced in the 
integrated system. Furthermore, Table 1 reveals that for the largest grains tested the polarisation 
produced is comparable to the polarisation measured by HIPPI for  Sgr, and is greater than the 
infrared excess of the system.  
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Fig 3: Polarisation maps (fractional Q and U) of the  Sgr disk at three inclinations (0, 60 and 
90 deg, top to bottom) and for 1 m sized dust grains. The secondary is positioned at 0 deg in 
the viewing plane. The magnitude of the colour scale is arbitrary but runs from positive red 

through white to negative blue, where negative Q is N-S on the diagram. 
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Fig 4: Polarisation maps (fractional Q and U) of the  Sgr disk at three inclinations (0, 60 and 
90 deg, top to bottom) and for 1 m sized dust grains. The secondary is positioned at 90 deg 

in the viewing plane. The magnitude of the colour scale is arbitrary but runs from positive red 
through white to negative blue, where negative Q is N-S on the diagram. 
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Fig 5: Polarisation maps (fractional Q and U) of the  Sgr disk at 60 deg inclination for three 
different dust grain sizes (0.5, 1.0 and 2.0 m, top to bottom). The secondary is positioned at 
90 deg in the viewing plane. The colour scale presented here is qualitative, with the scale for 
the large grains reduced by a factor of 100 compared to the small and medium sized grains to 

accommodate a larger dynamic range. 
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Discussion and Conclusions  

The calculations performed here are simplistic and may not accurately reflect the detailed geometry 
of the  Sgr system. We have modelled only spherical grains, whereas real dust grains are irregular in 
size and thus would generate larger degrees of polarisation. Additionally, the (detectable) grains in 
the disk will not be single-sized but will have a distribution of sizes from the blow-out radius up to 
mm. The blow-out radius – the radius of the largest grains blown out of the system by a stellar wind 
– is a function of the stellar luminosity, with a larger blow-out radius for dust around more luminous 
stars [11].  For  Sgr B the blow out radius might be as small as 0.5 m, but as  Sgr A is a giant 
and close we’d expect the smallest grains near the secondary to be larger than that. For a system 
such as this, with a 4 LSun primary, ~ 10 m would be a typical size. The grain sizes tested are 
therefore fairly realistic. Smaller grains may be present in the system, produced in on-going collisions, 
but will be swiftly removed. It is noted by Rodriguez and Zuckerman [27] that the disk is unlikely to 
be stable given the architecture they infer from the available photometry, and perturbation of the disk 
by the secondary star would be one source of dynamical excitement driving collisions between 
bodies within the disk. A full model of the dynamical stability of circumbinary or circumsecondary 
disk architectures is beyond the scope of this work. 

The larger grain sizes we modelled produced a level of polarisation greater than the infrared excess 
of the system. The magnitude of the polarisation produced being similar to what was measured for 
the system. The position angle of the system was measured in March 1999 to be 142.3 [26]. The 
measured polarisation angle was 38.1±0.8, which, neglecting the uncertainty, is a difference of 104.2 
degrees. The polarisation produced by the models in the more favourable geometry for the larger 
grains is mostly negative Q, which is 90 degrees different to the secondary PA. Our modelling 
suggests the deviation from 90 degrees could be due to the inclination of the system, but it could also 
be a result of motion of the secondary since 1999 – if the system is face on (0 degree inclination) this 
could be as much as 11 degrees. This shows us that the large degree of polarisation measured could 
plausibly be due simply to the debris disk’s interaction with the binary star system, without the need 
to invoke other polarisation mechanisms. 

Further Work 

The disk here is assumed to be smooth and radially symmetric. Future work will include an 
investigation of the effect of the addition of one or more clumps into the disk. Should such structure 
produce a significant effect then there is potential for using the secondary as a torch to illuminate 
progressive sections of the debris disk. Such a technique could be useful for more distant systems 
where imaging polarimetry is not possible. 

 Sgr B is a redder star than  Sgr A, we would therefore expect a stronger polarisation signal at 
redder wavelengths. However, effects to do with the grain size distribution may offset this. In addition 
to looking at more realistic size distributions we also intend to carry out the calculations in a greater 
range of wavelengths and probe the  Sgr system with multi-band polarimetry to inform and test the 
modelling. 
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Summary:  The Kilodegree Extremely Little Telescope (KELT) survey is a ground-based program 
designed to search for transiting exoplanets orbiting relatively bright stars. To achieve this, the KELT 
Science Team operates two planet search facilities - KELT-North, at Winer Observatory, Arizona, 
and KELT-South, at the South African Astronomical Observatory. The telescopes used at these 
observatories have particularly wide fields of view, allowing KELT to study a large number of 
potential exoplanet host stars. One of the major advantages of targeting bright stars is that the 
exoplanet candidates detected can be easily followed up by small, ground-based observatories 
distributed around the world. This paper will provide a brief overview of the KELT-North and 
KELT-South surveys, the follow-up observations performed by the KELT Follow-up Collaboration, 
and the exoplanet discoveries confirmed thus far, before concluding with a brief discussion of the 
future for the KELT program. 
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Introduction 
 
Since the discovery of the first exoplanets, over two decades ago (e.g. [1][2][3]) the field of 
extrasolar planetary science has experienced rapid growth. That growth has been driven by two main 
factors. The first is the ever-lengthening temporal baseline over which observations have been carried 
out, which is allowing the discovery of ever more distant planets, primarily through the Radial 
Velocity method1, including the detection of the first ‘Jupiter Analogues’ around other stars (e.g. 
[4][5][6]). The second factor is the development of new technologies, tools, and programs that allow 
the study of an ever-greater number of stars in a variety of different manners (e.g. [7][8][9]).  The 
influence of these new programs is perhaps best illustrated by the success of the Kepler mission 
[10][11][12], which has, to date, discovered 1030 planets2. 
 
When it comes to exoplanet surveys, two techniques greatly dominate the catalogue of discovered 
planets: Radial-Velocity (RV) and transit photometry. RV observations look for the subtle variations 
in a star’s spectrum caused by the gravitational pull of orbiting bodies [13].  In contrast, the transit 
photometry method instead analyses a star looking for a drop of  its visual brightness, caused by an 
                                                                 
1  The discussion of the various techniques used to discover planets around other stars is beyond the 
scope of this work – but we direct the interested reader to [13] for more details. 
2  The tally of planets discovered by the Kepler spacecraft continues to rise rapidly – the value of 1030 
confirmed planets was obtained from the Kepler website, http://kepler.nasa.gov, on 18th November 2015, at which 
time Kepler had a further 4696 candidate planets awaiting confirmation.  
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exoplanet transiting in front of the star’s disc [8]. While RV surveys have resulted in a large number 
of discoveries, they remain limited to the brightest stars in the night sky, with current technological 
limitations of stellar spectroscopy on the telescopes involved typically preventing RV surveys from  
observing many stars with an apparent visual magnitude fainter than ~8 without prohibitively long 
observations. Surveys searching for transiting exoplanets, on the other hand, only require 
photometric observations of stars, and as such are well suited for ground-based surveys that 
simultaneously target large numbers of fainter stars3 [14]. 
 
For this reason, recent years have seen a proliferation in wide-field exoplanet transit surveys. In 
addition to KELT, the HATNet [15] and SuperWASP [16] programs have been running for several 
years, and have made a number of interesting discoveries in both the northern and southern skies 
[17][18]. The KELT survey, which operates in both hemispheres, typically targets stars brighter than 
those observed by other transit observation programs. To do this, the KELT surveys use two small, 
wide-field telescopes located in the southern and northern hemispheres to provide a rich supply of 
possible exoplanet hosting stars within the range of 8 < V < 12 mag [19][20].  
 
One of the great benefits of targeting bright stars with a transit survey such as KELT is that any 
planets found can then be followed up using other small astronomical facilities, allowing their accurate 
characterisation. To this end, the KELT science team incorporates a network of follow-up facilities 
located around the world, to facilitate timely and detailed follow-up observations. 
 
The process of following up KELT discoveries typically involves two discrete steps. The first is 
confirmation follow-up. Here, the observed dips in a star’s brightness due to the potential transit of a 
planet are used to create an ephemeris, and thereby predict the timings of future transits. The 
telescopes in the follow-up network can then target the potential planet-hosting star at the right time, 
and hopefully confirm that it dims as expected. This confirmation process takes place before the 
potential existence of the planet is widely publicised, and allows the KELT team to better 
characterise the orbit of the planet prior to its announcement. 
 
Once the  target has been confirmed as an exoplanet candidate, the true benefit of the brightness of 
the host star comes into play – with a bright host, a plethora of additional characterisation 
observations are possible. Observing future transits with larger telescopes allows the diameter of the 
newly discovered planet to be determined, and since the stars are bright, it is possible to also obtain 
measurements of the star’s radial velocity variations – which allow the mass of the planet to be 
determined. By combining these observations, then, we are able to calculate the density of the planet 
in question, allowing us to determine whether it is most likely rocky or gaseous. Beyond this, further 
follow-up observations can allow the nature of the planet to be studied in still more detail. For 
example, measurements of the planet host star’s radial velocity during a transit enable the 
measurement of the Rossiter-McLaughlin effect [21][22], allowing the determination of the 
orientation of the planet’s orbit with respect to the spin axis of its host star. If sufficiently detailed 
spectra of the star can be obtained during either primary or secondary transit, the broad atmospheric 
composition of the planet can be determined [23][24].  
 

                                                                 
3  It is worth noting that while photometric data is perfect for analysing exoplanet candidature, it alone can 
not be used for confirmation. Additional radial velocity measurements are required for confirmation and 
characterisation. This is the reason that many of the Kepler spacecraft's detections are listed as exoplanet 
candidates rather than confirmed exoplanets. 
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In the following section, we provide a basic overview of the KELT survey, before moving on to a 
discussion of the follow-up process and partners. We then summarise some of KELT’s key 
discoveries to date, before concluding with a short discussion of the future goals of the KELT 
program. 
 

The KELT survey 
 
The KELT program was launched in 2005, with the installation of the KELT-North telescope at 
Winer Observatory, Arizona. After that telescope had been successfully operating for several years, 
the KELT-South telescope was installed, at the South African Astronomical Observatory in 
Sutherland, South Africa. Both telescopes have operated almost continually since their installation, 
whenever the weather was suitable, and have allowed a large database of potential exoplanet 
candidates to be assembled. In order to follow-up on the objects in the catalogue, a significant 
number of other observatories have been engaged in the KELT program, as described below. 
 
Optical assembly 
 
The KELT project uses two similar optical assemblies in the northern and southern hemisphere to 
perform its wide-field survey. The optical assembly of each survey instrument consists of a CCD 
detector and a wide-field camera lens mounted on a robotic telescope mount, as shown in Figure 1.  
 
Both the KELT-North and KELT-South detectors are equipped with a Mamyia 645 80mm f/1.9 
medium-format manual focus lens with a 42mm aperture, which provides a 26o x 26o field of view, 
which corresponds to an image scale of approximately 23” pixel-1 [19][20]. KELT-North and 
KELT-South also use similar CCD detectors; KELT-North uses an Apogee AP16E with 4096 x 
4096 9μm pixels, while KELT-South operates using an Apogee U16M with 4096 x 4096 9μm 
pixels (both models use Kodak KAF-16801 front-illuminated CCDs). Both cameras are mounted 
on German-equatorial Paramount ME Robotic Telescope mounts.  
 
KELT Locations 
 
The KELT telescopes are located in both the southern and northern hemispheres to allow for 
complete sky coverage over the course of the year. The KELT-North telescope is housed at the 
Irvin M. Winer Memorial Mobile Observatory in Sonoita, Arizona. The site is located at N 
31o39'53”, W 110o36'03” at an elevation of 1515m. The KELT-South telescope is located in 
Sutherland, South Africa at the South African Astronomical Observatory (32o22'46” S, 20o38'48” 
E, elevation 1760m). Both locations yield relatively consistent clear skies, yielding an observing up-
time of approximately 60% and 70%, respectively. The locations of the two KELT telescopes can 
be seen in Figure 2, below. 
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3  It is worth noting that while photometric data is perfect for analysing exoplanet candidature, it alone can 
not be used for confirmation. Additional radial velocity measurements are required for confirmation and 
characterisation. This is the reason that many of the Kepler spacecraft's detections are listed as exoplanet 
candidates rather than confirmed exoplanets. 
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Figure 1: The KELT-South telescope located at the South African Astronomical Observatory 
in Sutherland, South Africa. The telescope is fully automated, and designed such that the 
dome opens and observations proceed only when conditions are appropriate. (Image courtesy 
of Dr Joshua Pepper, Vanderbilt University) 

 
 
 
Observations and Data Reduction 
 
Both KELT telescopes are designed to operate robotically on any night when the weather is suitable; 
with winds not exceeding the loading limit of the instrument, no heavy cloud cover, etc. If the 
conditions are suitable, the roof will open and the telescope will observe.  It will observe a number of 
pre-selected fields across the sky, firstobserving all visible fields east of the local meridian, and then 
preforming a meridian flip and continuing the process to the west of the meridian.  That process is 
repeated until dawn. 
 
After the images are taken, the data is transferred online back to Ohio State (for KELT-North), and 
Vanderbilt University (for KELT-South).  The data is then processed so that it can be added to a 
combined KELT candidate database, incorporating data and candidates from both telescopes.  
 
Any images of low quality are removed based on their high background sky count, which is typically 
caused by excessive moonlight or cloud cover. After the compromised data has been removed, 
basic data reduction is performed through the subtraction of dark and bias images from the flat field 
images and raw data, a process that is followed by flat fielding. The final two automated steps 
involve the use of the astrometry software package from astrometry.net [25], which overlays a world 
coordinate system (WCS) into the .fits data files. Once the images have been properly calibrated, the 
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final step is to generate light-curves for each star. This is accomplished by performing image 
subtractions using a heavy modified version of the ISIS imaging package [26]. The ISIS package 
performs spatial recognition and aligns each image to a reference before creating a differenced 
image. These images allow for precise flux measurements and the creation of accurate light-curves. 
This information is then added to the KELT database to be accessed by the follow-up team. 
 
 

Follow-Up Partners 
 
As stated above, the KELT survey is designed to detect giant planets in orbits close to their host 
stars, and to target main-sequence stars with an apparent visual magnitude between 8 and 10. This 
has two major upsides.  
 
First, it allows for exoplanet detection around stars that are fainter than those typically targeted by 
Radial Velocity planet search programs. Fainter stars require significantly longer exposures, and, 
fainter than ninth magnitude, such exposures become prohibitive when attempting to carry out a large 
survey. However, should planets be found around stars in this magnitude range (eighth to tenth), 
radial velocity follow-up observations are relatively straightforward. When the requirement to 
observe many stars many times is removed, resources can be efficiently allocated to observe the 
single target over longer periods, once there is evidence of an existing exoplanet. This means that the 
planets detected by KELT are ideally placed for the perfect combination of observational techniques 
– if a planet can be observed by both radial velocity and transit observations, a far more complete 
characterisation is possible than for planets observed by only one method. 
 
Secondly, the relative brightness of the KELT target stars allows for  timely photometric follow-up 
with small ground-based telescopes, and KELT can therefore take advantage of small observatories 
hosted by their partner institutions. In order to best make use of this ever-growing catalogue of 
planet candidates, and achieve timely confirmation and publication of their results, the KELT team 
have built a large collaborative network with partner institutions that operate their own observatories 
scattered around the planet. This collection of collaborators makes up the wider KELT Follow-up 
Team. There are currently over 30 observatories across both hemispheres that make up that team, 
and provide the KELT project with photometric and (where appropriate) RV follow-up 
observations. 
 
There are typically hundreds of exoplanet candidates in the KELT database at any one given time, 
meaning that any observatory in the KELT network will have at least 2-3 viable targets every night. 
This density of targets allows for constant follow-up observations to be carried out year round, 
allowing for the removal of false-positives from the database and to refine the transit timing of any 
legitimate exoplanets. This widely distributed approach is already yielding great results, with a 
number of planet discoveries already published, and several more in preparation.  
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in Sutherland, South Africa. The telescope is fully automated, and designed such that the 
dome opens and observations proceed only when conditions are appropriate. (Image courtesy 
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caused by excessive moonlight or cloud cover. After the compromised data has been removed, 
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Figure 2: Locations of the KELT-North and KELT-South telescopes (marked in red), and the 
various observatories around the world that provide KELT with follow-up photometry 
(marked in blue). Images courtesy of Joshua Pepper, Vanderbilt University and Google Maps. 

 
 

Discoveries 
 
The KELT survey has already discovered and published a number of exoplanets. Here, we present a 
concise overview of some of KELT's discoveries to date. 
 
KELT-1b 
 
The first planet-sized object to be discovered by the KELT project, KELT-1b is a highly irradiated, 
transiting brown dwarf4 orbiting its companion at a semi-major axis of only 0.02466±0.00016 au. 
Following the detection of the transits of KELT-1b, a program of spectroscopic, radial velocity and 
photometric follow-up was carried out by the KELT team, which resulted in a detailed 
characterisation of the object. As a result of that follow-up work, we know that KELT-1b weighs in 
at ~27MJ, placing it firmly within the brown-dwarf mass range. The follow-up observations also 
revealed that the orbit of KELT-1b is not significantly inclined to its host’s equator, being consistent 
with zero obliquity, and suggest that the parent star is tidally locked to the orbit of KELT-1b. Finally, 
the follow-up observations also revealed the possible presence of an M-dwarf companion to the 
primary star, located at a separation of 588 milliarcseconds. Full details of the discovery, and the 
follow-up work carried out, can be found in [27]. 
 
                                                                 
4  Brown dwarfs are objects that tread the line between stars and planets. The dividing line 
between an object being considered a planet and a brown dwarf lies at the Deuterium burning limit, 
at roughly 13 times the mass of Jupiter. In theory, the temperature and pressure in the core of such 
an object should be high enough for them to undergo a short period of Deuterium fusion, without 
ever reaching the conditions required to fuse Hydrogen. The dividing line between brown dwarfs and 
stars lies at the Hydrogen burning limit, at ~80 times Jupiter’s mass. The official classification can be 
found at [28] and [29]. 
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KELT-2Ab 
 
KELT-2Ab is a hot Jupiter (~1.52MJ) in orbit around the primary star of the HD 42176 binary 
system, a late F-type star. At the time of its discovery, the mass and radius of KELT-2Ab placed it 
in a unique position amongst planets discovered orbiting bright stars. Indeed, it was the only known 
transiting planet in the mass range 1.2MJ and 3MJ orbiting such a bright star (V≈ 8.7). In many other 
ways, however, the planet is fairly unremarkable, being a fairly typical hot Jupiter (orbital period of 
just over four days, and slightly more massive and larger than Jupiter). During the follow-up 
observations of KELT-2Ab, the science team was also able to demonstrate for the first time that 
KELT-2A and KELT-2B were gravitationally bound to each other as a binary system, which in turn 
allowed them to infer that KELT-2B, the secondary star in the system, must be an early K-dwarf. 
Full details of the discovery and follow-up of KELT-2B can be found in [30]. 
 
KELT-3b 
 
The third confirmed exoplanet from the KELT survey was KELT-3b ([31]), an inflated hot Jupiter 
with a mass of ~1.48MJ and a semi-major axis of ~0.041 au. The host star itself is a late F-type star 
with a visual magnitude of 9.8. While KELT-3b is a typical Hot Jupiter there is an interesting 
comparison between its host star and the planet-hosting star of HAT-P-2. The two stars have near 
identical masses, radii, metallicities, temperatures and ages. However, the two stars display vastly 
different rotational velocities, with KELT-3 rotating approximately half as quickly as HAT-P-2.  
 
This difference in the rotational velocity of two stars that are otherwise almost identical may well have 
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is likely comparable to the mass of the host's convective envelope [32]. In addition, like KELT-2Ab, 
there are suggestions that KELT-3 might well have a common proper motion companion – although 
its binary has not yet been definitively confirmed. Given that one of the proposed mechanisms by 
which hot-Jupiters could be created involves distant perturbations from massive companion objects, 
and evolution through a combination of Kozai-resonant oscillation and tidal-damping, the presence of 
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KELT-4Ab 
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As such, KELT-4Ab is just the third known transiting planet within such a hierarchical triple system. 
Due to the nature of the system, it is natural to consider whether Kozai-resonant interactions 
between KELT-4Ab and the KELT-4BC binary pair could have helped to drive the planet into its 

 
 

Figure 2: Locations of the KELT-North and KELT-South telescopes (marked in red), and the 
various observatories around the world that provide KELT with follow-up photometry 
(marked in blue). Images courtesy of Joshua Pepper, Vanderbilt University and Google Maps. 
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current tight orbit about KELT-4A. [33] detail calculations examining this question, and show that 
such migration is certainly feasible for all eccentricites of the KELT-4A – BC orbit, although there is 
a sub-section of orbital element space in which such interactions could not engineer sufficient Kozai-
resonant effects on the planet’s orbit (namely those with low/moderate eccentricites and a near-
coplanar planet-binary orbital architecture). Future radial-velocity observations to measure the 
Rossiter-McLaughlin effect for this system will be of great interest, since any mis-alignment between 
the rotation of the star and the orbit of its planet could be indicative of such a migration history. 
 
 
KELT-6b 
 
The least massive of all of the KELT discoveries to date, KELT-6b is a hot Saturn (~0.43MJ) 
orbiting around a metal-poor ([Fe/H] = -0.28), V=10.38, late F-type host star ([36]). KELT-6b is 
very similar to the well-studied exoplanet HD 209458b, other than for the metal-poor nature of its 
host star. As with the other planets detected by the KELT survey, KELT-6 is among the twenty 
brightest stars currently confirmed to host exoplanets, making it an excellent target for current and 
future characterisation work.  
 
KELT-7b 
 
KELT-7b is a relatively typical, somewhat inflated, hot-Jupiter (~1.28MJ, ~1.53RJ; [37]). Of the 
planets found to date by the KELT program, KELT-7b orbits the brightest star. Its host is 
significantly more massive and hotter than the Sun (~1.54 M⊙, Teff ~6789 K). Furthermore, the host 
is a rapid rotated (~73 km s-1), which enhances the strength of the Rossiter-McLaughlin effect. As a 
result, follow-up observations have revealed that the planet’s orbit is well aligned to the plane of the 
star’s oblate equator. Given the planet’s relatively small orbital distance, the high luminosity and 
temperature of its host, and the planet’s large ‘puffed-up’ radius, coupled to the brightness of the star 
as seen from Earth, KELT-7b is an ideal target for future follow-up and characterisation work.  
 
KELT-8b 
 
KELT-8b is one of the most inflated known transiting exoplanets ([38]). It orbits its host star (HD 
343246) on a slightly eccentric (e ~0.035) orbit with radius ~ 0.0457 au. Despite being somewhat 
less massive than Jupiter (M ~0.867 MJ), the planet is significantly larger than our own giant, with 
radius ~1.86 RJ, giving inferred density of just ~0.167 g cm-3! 
 
KELT-8 (HD 343246) is significantly more massive than the Sun (M ~1.211 M⊙), and is also more 
metal rich ([Fe/H] ~+0.272). It is thought to be mildly evolved, with the result that it is also larger 
than the Sun (R ~ 1.67 R⊙), a factor that might play some role in the planet’s degree of inflation. As 
with KELT-7b, the planet’s large size means that it is an ideal candidate for follow-up spectroscopic 
observations to study its atmospheric composition. 
 
KELT-10b 
 
KELT-10b the latest confirmed exoplanet published by the KELT survey team [39], and the first 
confirmed exoplanet resulting from the KELT-South project. KELT-10b is a highly inflated, sub-
Jupiter mass (~0.69MJ) planet with a semi-major axis of ~0.0529au. Its host star is sub-giant, 
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slightly more massive than the Sun, and it seems likely that the planet is doomed. Analysis of the 
evolution of KELT-10 suggests that the star will devour KELT-10b as it leaves its current sub-giant 
phase, at some point in the next billion years. 
 
KELT-14b and KELT-15b 
 
The newest additions to the KELT family are two hot Jupiters detected by the KELT-South survey, 
and announced in a submitted paper posted on arXiv in late September [40]. KELT-14b is an 
independent discovery of WASP-122b, and illustrates the competitive and complementary nature of 
exoplanet transit surveys. It has an inferred mass slightly greater than that of Jupiter (M ~ 1.196 MJ), 
and is somewhat inflated, with a radius of ~1.52 RJ. It orbits a host star that is somewhat more 
massive and metal rich than the Sun, and is thought to be close to leaving the main sequence. KELT-
15b is yet another inflated hot Jupiter, orbiting a G0 star of approximately the same age as the Sun 
(~4.6 Gyr). That star, once again, is more massive than our own, at ~1.181 solar masses, and is 
again thought to be close to leaving the main sequence. It is thought that both planets should be 
observable in emission at their secondary eclipses, which makes them exciting targets for future 
atmospheric characterisation. 
 

 
KELT in the Future 

 
At this time, over  twelve hundred transiting exoplanets have been discovered. The Kepler space 
satellite discovered the bulk of these, with over one thousand confirmed discoveries to date [10]. 
Ground-based transit surveys like KELT have also been highly productive, contributing over two 
hundred planets to the total, a number that will rise in coming years.  The transiting planets orbiting 
bright stars that KELT is discovering are especially valuable due to their accessibility to observations 
that can characterize their dynamics, energetics, and atmospheres.  
 
In 2017, NASA will be launching the TESS satellite [41], which will scan almost the entire sky over 
a two-year period, carrying out observations with much higher photometric precision than can be 
achieved by ground-based telescopes. The TESS program is designed to target stars with I-band 
magnitudes in the range 4 – 13, and will observe those starts across intervals ranging between one 
month and one year, depending on their ecliptic latitude. As a result, TESS is expected to discover 
all transiting planets orbiting those stars with periods less than ten days. For stars closer to the 
ecliptic poles, TESS’ completeness will extend to periods of  aboutforty days, or more. 
 
 TESS will discover most transiting planets orbiting bright stars as seen from Earth.. Nevertheless, 
KELT will remain useful for a number of other science goals. These include the discovery and 
characterisation of eclipsing binary and other periodic variable stars. In addition, TESS will mostly be 
confined to observing relatively short-period behaviour, while KELT already boasts a 10-year 
baseline of observations. As a result, KELT will be capable of detecting much longer-term variability 
in its target stars. The on-going ability of KELT to monitor the sky will continue to be helpful for the 
characterisation of bright transient events, like supernovae [42]. 
 
Furthermore, the worldwide follow-up network assembled for KELT is well positioned to support 
the upcoming TESS mission, to serve a similar purpose in vetting and confirming many of the TESS 
planet candidates. The next three years will see a transition among this collaboration from a focus on 
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KELT follow-up to TESS follow-up. At the same time, however, a great quantity of KELT data will 
remain, and continue to be taken, that can be exploited for a variety of science goals. 
 
Looking further into the future, the next generation of space-based exoplanet search and 
characterisation programs are currently in development, with proposed missions such as CHEOPS 
[43], WFIRST [44] and TWINKLE [45] being planned for the coming decade. By placing Australia 
at the forefront of exoplanet discovery and characterisation, dedicated programs such as the KELT-
South survey and the recently funded MINERVA-Australis (a partner to the northern hemisphere 
MINERVA [46]) are laying the ground work for our future participation on the global stage. The 
planets discovered by those future missions will require follow-up observations to be carried out on a 
24 hour basis, and Australia is ideally positioned to give almost unique longitude and latitude 
coverage of the night sky. As a result, these facilities will be pivotal in future work, and Australian 
researchers will be heavily involved in the international teams that are developing those projects. 
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Summary:  In the coming years, it is likely that the first potentially Earth-like planets will be 
discovered orbiting other stars. Once found, the characterisation of those planets will play a vital role 
in determining which will be chosen as the first targets for the search for life beyond the Solar 
System. We must thus be able to gauge the relative importance of the various factors proposed to 
influence potential planetary habitability, in order to best focus that search. 
 
One of the plethora of factors to be considered in that process is the climatic variability of the exo-
Earths in question. In the Solar System, the Earth’s long-term climate is driven by several factors, 
including the modifying influence of life on our atmosphere, and the temporal evolution of solar 
luminosity. The gravitational influence of the other planets in the Solar System adds an extra 
complication, driving the Milankovitch cycles that are thought to have caused the on-going series of 
glacial and interglacial periods that have dominated Earth’s climate for the past few million years. 
 
Here we present preliminary results of three suites of integrations that together examine the influence 
of Solar System architecture on the Earth’s Milankovitch cycles. We consider separately the 
influence of the planets Jupiter, Mars and Venus, each of which contributes to the forcing of Earth’s 
orbital evolution. Our results illustrate how small changes to the architecture of a given planetary 
system can result in marked changes in the potential habitability of the planets therein, and are an 
important first step in developing a means by which the nature of climate variability on planets 
beyond our Solar System can be characterised. 
 
Keywords:  Astrobiology, Exoplanets, Exo-Earths, Habitability, Climate change, Jupiter, Mars, 
Venus, Milankovitch cycles 
 
 

Introduction 
 
The question of whether we are alone in the universe is one that has long fascinated humankind. In 
the early to mid-twentieth century, speculation abounded as to the possibility of complex and 
advanced life on our nearest planetary neighbours – Mars and Venus (e.g. [1][2][3]). Some authors 
even went so far as to speculate on the forms that Martian and Venusian life might take (e.g. [4]).  
 
With the dawn of the space age, and the advent of the first missions to other planets, it soon became 
abundantly clear that neither Mars nor Venus could host advanced life1. The Mariner 9 spacecraft 

                                                                 
1 In broad terms, advanced life is here taken to mean macroscopic, rather than microscopic life.  
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revealed Mars to be an arid world, cold and desolate (e.g. [5][6]), whilst the Venera missions 
showed Venus to be less habitable still, with a surface hot enough to melt lead (e.g. [7][8]). The 
observations of Mars suggested a past that might once have been wetter and warmer than the 
present (e.g. [9]), but neither planet offered hope for the discovery of contemporaneous advanced 
life.  
 
In the past two decades, the question of life elsewhere has once again become the topic of serious 
discussion. Within our Solar System, the discovery of liquid water in a variety of locations has 
reawakened the possibility that microscopic life could find habitats beyond the Earth. Observations 
taken by the Galileo orbiter indicate the presence of sub-surface oceans on the Jovian satellites 
Europa ([10][11]), Ganymede ([12]), and Calisto ([13][14]). Similarly, and more surprisingly, the 
Cassini orbiter has found striking evidence of liquid water on the small Saturnian moon, Enceladus 
(e.g. [15][16]). Once again, however, the most promising target for the search for life in the Solar 
system seems to be Mars, with recent observations confirming the presence of water-based salty 
liquid brine on the planet’s surface ([17]). However, despite this, there remains some debate over 
the modern habitability of Mars, as a consequence of its harsh surface conditions (e.g. [91]). 
 
At the same time, we have seen the discovery of the first exoplanets. At first, in the mid-to-late 
1990s, the planets found were nothing like the Earth – behemoths comparable in mass to, or more 
massive than, Jupiter, but orbiting at a fraction of Jupiter’s orbital radius (e.g. [18][19][20]). As time 
has passed, however, the techniques used to search for planets have improved, and the temporal 
baselines of the searches have grown longer. Taken in concert, these advances have allowed 
astronomers to discover more distant giant planets, analogous to those in our own Solar System (e.g. 
[21][22][23]), and also to find ever smaller planets orbiting stars like the Sun (e.g. [24][25][26]).  
 
As a result of the new techniques and instruments available to astronomers, including the 
exceptionally productive Kepler spacecraft, it is becoming increasingly clear that small planets far 
outnumber larger ones (e.g. [27][28][29]. A number of new exoplanet search programs will soon 
begin that will build on this knowledge, greatly increasing the number of small exoplanets known. In 
the next decade, new space-based surveys (the Kepler K2 mission [30][31], TESS [32], and 
PLATO [33]) will be complemented by observations taken by dedicated ground based facilities, 
such as MINERVA ([34]), NRES ([35]), and the newly announced MINERVA-Australis, to be 
constructed in 2016 at the University of Southern Queensland’s Mt. Kent Observatory.  
 
In the coming years, it is likely that these new exoplanet search programs will discover the first truly 
Earth-like planets orbiting nearby stars – planets of comparable size and mass to our own, orbiting at 
a distance from their host star that would allow liquid water to be present and stable on their surface. 
Once we cross this threshold, the search for life beyond the Solar System will move from the 
‘needle-in-a-haystack’ search for evidence of intelligent aliens (SETI, e.g. [36][37][38]) to the 
systematic search for biomarkers on known Earth-like planets (e.g. [39][40]). However, the 
observations needed to characterise the newly discovered planets, and to search for any evidence of 
life upon them, will be incredibly challenging, and will require highly detailed and time consuming 
observations (e.g. [41][42]). It will therefore be critically important to determine the most promising 
targets for such observations, in order to maximise our chances of a positive and timely outcome. But 
how will that selection process be carried out? 
 
Clearly, the ease with which a given target can be observed will play an important role – but beyond 
that, it is likely that the potential habitability of the planets discovered will be assessed prior to their 
being chosen for detailed further study. It is thought that a wide variety of factors combine to render 
one planet more (or less) habitable than another (e.g. [43], and references therein). Among many 
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other factors, the stability of the climate on the planets in question will clearly play an important role 
in determining the most promising target to study in the search for life elsewhere. 
 
It is well established that the Earth’s climate has exhibited significant variability throughout its history. 
At times, our planet has been far warmer than today (such as during the late Permian and early 
Triassic periods, some 250 million years ago; [44]), whilst at others it was significantly colder (such 
as the famous ‘Snowball Earth’ episodes, thought to have occurred on several occasions through 
Earth’s history – e.g. [45][46]).  
 
These climatic variations have been driven by a wide variety of factors. Earth’s climate has been 
strongly affected by the configuration of the continents (e.g. hot, dry conditions when there was a 
supercontinent [85]; biological evolution (e.g. substantial draw-down of CO2 from the atmosphere 
following the first appearance of land-plants [86]); volcanism (e.g. the end-Permian mass-extinction 
[87]); impacts (e.g. the possible effect of an asteroid collision at the end of the Cretaceous [88][89]); 
and the steady increase in solar luminosity through time [90].   
 
In addition to these long-term changes, and those driven by stochastic, unpredictable events, the 
Earth also experiences periodic climatic variation on relatively rapid geological timescales. Perhaps 
the best demonstration of such variability is that of the last few million years, which have been 
characterised by a series of glacial and interglacial periods (e.g. [47]). The cause of this semi-
periodic behaviour are the Milankovitch cycles (e.g. [48][49]) – variability in the Earth’s orbital 
eccentricity, obliquity and the timing of seasons relative to perihelion passage, driven by the 
gravitational influence of the Solar System’s other planets. 
 
Although the scale of Earth’s climatic variability in the last few million years seems relatively dramatic, 
the variations in Earth’s orbit that have driven that variability are actually rather small.  The Earth’s 
obliquity (the angle between its equatorial and orbital planes) varies by just over two degrees, whilst 
its eccentricity rarely ranges higher than ~0.06 (as can be seen in Figure 1 of [54]). It is certainly 
possible to imagine scenarios where an exo-Earth that might otherwise be highly promising as a 
target for the search for life would be driven to far greater excursions in eccentricity and inclination 
than is the Earth, without rendering its orbit sufficiently dynamically unstable as to render the system 
untenable.  
 
The Milankovitch cycles of the planet Mercury, for example, can drive the planet’s orbital 
eccentricity as high as 0.45 ([50][51]). If that were to be replicated for an otherwise habitable exo-
Earth, that planet would experience epochs at which its orbital distance would vary by a factor of 
almost three from pericentre to apocentre. That would, in turn, result in the amount of flux received 
by a given region of its surface from its host star varying by almost nine times – something that might 
preclude, or severely hinder, the development of even the most basic forms of life2. 
 
Unlike the other processes that drive climate change, therefore, the Milankovitch cycles of a given 
planet will be unique to that world, driven by the gravitational influence of the other planets in the 
system. As a result, this offers the potential that the study of the Milankovitch cycles in newly 
discovered exoplanetary systems could form an important part of a procedure for identifying the 
most promisingly habitable worlds for further study. 
 

                                                                 
2 We note that the impact of the Milankovitch cycles would likely be diminished for life in the deep ocean relative 
to life on land. 
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This idea was examined by [52] in the context of our Solar System using a simple analytic approach, 
examining (among other things) the degree to which the architecture of our Solar System is unusual in 
the small scale of Earth’s Milankovitch cycles. That work suggested that the Earth experiences 
unusually low Milankovitch frequencies when compared to similar systems with alternative 
architectures. We note, however, that the analytic model used in that work was unable to account for 
the influence of resonant effects and direct encounters between planets, and so serves more as the 
seed of an interesting idea, rather than strong indication of our Solar System’s uniqueness. To build 
on that work, we therefore decided to carry out a similar study that fully models the interactions 
between the planets involved, as a first step in building a technique to help direct the search for life.   
 
In this paper, we build upon our presentations at the two previous Australian Space Research 
Conferences ([53][54]), in which we examined the role played by Jupiter in determining the scale 
and frequency of Earth’s Milankovitch cycles. Here, we compare the results of detailed n-body 
integrations that model Jupiter’s influence on the amplitude and frequency of Earth’s orbital 
oscillations to new simulations that model the influence of the Earth’s nearest planetary neighbours, 
Mars and Venus.  
 
In the next section, we detail our simulations, recapping those performed to determine Jupiter’s 
influence, and summarising our new runs modelling the effects of Venus and Mars. We then present 
our preliminary results, before concluding with a discussion of the results and our plans for future 
work. 

 
The Simulations 

 
In order to examine how the Earth’s Milankovitch cycles change as a function of the Solar System’s 
architecture, we use a modified version of the Hybrid integrator within the n-body dynamics package 
MERCURY ([55]). In its default form, MERCURY neglects relativistic effects, calculating the orbital 
evolution of objects in a purely Newtonian manner. For most applications (e.g. [56][57][58]), this is 
no impediment – and performing simulations using a Newtonian rather than relativistic formulism 
allows the code to run significantly faster than would otherwise be the case. However, the 
assumption that relativistic effects do not significantly affect the evolution of objects begins to break 
down as one approaches sufficiently close to massive bodies such as the Sun – as is well illustrated 
by the failure of Newton’s gravitation to explain the precession rate of Mercury’s perihelion (e.g. 
[59][60]).  
 
Here, we use a modified version of MERCURY that implements a user-defined force to take account 
of the first-order post-Newtonian relativistic correction ([61]). We have performed tests of the 
modified code, and have confirmed that it accurately replicates the evolution of Mercury’s orbit. The 
addition of the user-defined force causes the code to run somewhat slower than would otherwise be 
the case – but thanks to recent advances in the computational power available for us, this has not 
proved to be too great an impediment. 
 
We have used our code to carry out three suites of n-body integrations, using the Katana 
supercomputing cluster at the University of New South Wales, and the Epic supercomputing cluster, 
now retired, hosted by iVEC in Western Australia. The three suites of integrations are setup, where 
possible, in identical manners. They ran for a period of ten million years in to the future, from initial 
conditions based on the NASA DE431 ephemeris [62]. In order to maximise the accuracy of the 
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simulations, an integration time-step of 1 day was used. The orbital elements of each of the planets 
are output at 1,000-year intervals for every simulation. 
 
The first, and most detailed, suite of integrations was that which examined the influence of Jupiter’s 
orbit on Earth’s Milankovitch cycles. For these simulations, the preliminary results of which we 
presented in [54], we tested 159,201 unique versions of our Solar System. In those simulations, the 
initial orbits of all the planets except Jupiter were held fixed at their DE431 values. By contrast, the 
semi-major axis and eccentricity of Jupiter’s orbit was varied systematically through the runs, such 
that a 399 x 399 grid of solutions were tested in semi-major axis – eccentricity space. The semi-
major axis values tested for Jupiter spanned a region of 4 au, centred on the DE431 value of a = 
5.203102 au, and were distributed evenly throughout the range. The eccentricities considered were 
evenly distributed between circular orbits (e = 0.0) and those with moderate eccentricity (e = 0.4).  
 
Given the wide range of Jovian orbits considered, we anticipated that at least some of the solutions 
tested would prove to be dynamically unfeasible – as has often be found when testing the proposed 
orbits of newly discovered exoplanetary systems (e.g. [63][64][65]). To address this issue, if any of 
the planets collided with one another, fell into the Sun, or reached a barycentric distance of 40 au, 
the simulations were halted, and the time at which the event happened was recorded. 
 
These simulations allowed us to create maps showing how the Earth’s orbital elements varied with 
time as a function of Jupiter’s initial orbital semi-major axis and eccentricity, as well as allowing us to 
map out the regions of instability where Jupiter tore the Solar System asunder. These maps build on 
our earlier work studying the stability of Solar System and exoplanetary orbits (e.g. [66][67]), and 
provide a visual guide to the manner in which Earth’s Milankovitch cycles are modified by Jupiter’s 
orbital characteristics.  
 
We have now complemented these simulations of Jupiter’s influence by examining the influence of 
Mars and Venus on the Earth’s orbital evolution. These new simulations each considered 39,601 
different orbits for the planet in question. For both planets, we tested 199 unique values of 
eccentricity spread evenly between 0.0 and 0.3. At each of these eccentricities, we tested 199 
unique values of semi-major axis, centred on the DE431 values for the planet’s orbit. For Mars, the 
semi-major axes chosen were therefore centred on 1.524 au, and ranged as far as 0.45 au on either 
side of that value (i.e. ranging from 1.074 To 1.974 au). For Venus, the semi-major axes centred on 
0.723 au, and ranged 0.277 au on either side of that value (for a range between 0.446 and 1.000 
au).   
 
We are currently in the process of taking the numerical results of these simulations (the orbital 
elements of the Earth across the three suites of integrations) and using them as input for simple 
climate models (e.g. [68]). Those calculations for our Jupiter simulations are almost complete, and 
we anticipate that the full analysis will be ready in the near future.  
 
 

Preliminary results 
 
In order to directly compare the influence of Jupiter, Mars and Venus on Earth’s Milankovitch 
cycles, we present here the root-mean-square rates of change of the Earth’s orbital inclination and 
eccentricity over the ten million year period integrated in this work. Regions plotted in black are 
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those where the Solar System was rendered unstable within the ten million year timeframe of our 
simulations by the initial architecture chosen. Figure 1 presents the rate of change of Earth’s orbital 
eccentricity as a function of the chosen planet’s semi-major axis and eccentricity, whilst Figure 2 
presents the rate of change of its inclination with the planet’s semi-major axis and eccentricity. 
 

 

 
Figure 1: The root-mean-square rate of change of Earth’s orbital eccentricity over a ten 
million year period, plotted on a logarithmic scale, to illustrate the influence of the Solar 
System’s architecture on our planet’s Milankovitch cycles. The top panel shows the variability 
as a function of Jupiter’s initial semi-major axis and eccentricity, with the variability as a 
function of Mars and Venus’ orbits being plotted in the centre and lower panels, respectively. 
Regions in black are those for which the Solar System was rendered dynamically unstable by 
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the chosen architecture, with planets either colliding with one another, being thrown into the 
Sun, or reaching a barycentric distance of 40 au (for Jupiter) or 1000 au (Venus and Mars). 
The orbit of the planet in our own Solar System lies at the centre of the hollow red circle. 
 

 

 
Figure 2: The root-mean-square rate of change of Earth’s orbital inclination over ten million 
years, on a logarithmic scale, as a function of the initial orbit of Jupiter (top), Mars (middle) 
and Venus (bottom). The regions shown in black are those where the Solar System become 
unstable within the ten million year runtime, with planets being ejected, colliding with one 
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another, or being thrown into the Sun. As before, the hollow red circle denotes the orbit of the 
planet in question in our own Solar System. 
 
 

Discussion and Conclusions 
 
Several things are immediately apparent when one compares the influence of Jupiter, Mars and 
Venus on the Earth’s orbital evolution (Figures 1 and 2). The first is how moving the three planets 
impacts the stability of the Solar System. As we noted in [54], the Solar System’s stability is strongly 
dependent on Jupiter’s initial orbit, with only a relatively small change in the planet’s orbit being 
enough to destabilise the entire Solar System.  
 
The same, to an extent, is true of Venus – if placed on an orbit with a perihelion distance less than 
~0.485 au, Venus comes close enough to Mercury that the two undergo strong gravitational 
interaction, destabilising the Solar System. Similarly, if Venus’ aphelion exceeds ~0.92 au, it strongly 
interacts with the Earth, again leading to the Solar System’s disintegration. This result is not hugely 
surprising. Indeed, [69] studied the effect of tightly-packing planets on their orbital stability, and 
found that two planet systems are typically stable so long as the planets therein are separated by 
more than 2√3 times their mutual Hill radius, where for  low eccentricity orbits the mutual Hill radius 
is defined as: 
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Here 1m  and 2m  are the masses of the two planets in question, M is the mass of the central star, 
and 1a  and 2a are the semi-major axes of the orbits of the two planets. In the case of Earth and 
Venus, we find that when Venus is at 0.92 au from the Sun, with the Earth at perihelion at ~0.98 au, 
their instantaneous mutual Hill radius is 0.012 au. Therefore, the two planets are separated by just 
approximately five mutual Hill radii, only slightly more than the 2√3 Hill radii noted by [69].  
Accordingly, the boundary between unstable and stable regimes in the region ~0.75 – 0.92 au tends 
to follow the line of constant aphelion distance meeting this criterion. It should be noted, too, that the 
values plotted for the semi-major axis and inclination of Venus (and Mars and Jupiter, in the other 
plots), are the instantaneous values at the start of the simulations – and it is quite feasible that planets 
which start out separated by more than these 2√3 Hill radii will occasionally experience periods that 
offer encounters closer than this distance. For this reason, the boundary between stable and unstable 
regimes does not perfectly follow a line of constant Venutian aphelion, but instead tends along that 
line, with a certain amount of noise and fluctuation.  
 
An exception to these regions of stability and instability resulting from close approaches occurs when 
Venus is placed at the location of mean-motion resonances with either Earth or Mercury, which can 
be seen as the striking vertical features in both figures (albeit most pronounced in Figure 1). Perhaps 
the most interesting of these regions of resonant stability is the one in the vicinity of the Earth’s orbit, 
around 1 au from the Sun. Here, Venus and Earth can remain dynamically stable, and are most likely 
trapped in mutual 1:1 resonance – in other words, Venus is acting as a Trojan companion to the 
Earth. Such companions are widely observed in our own Solar System (e.g. the Jovian and 
Neptunian Trojans, [70][71][72][73]), and the existence of planet-mass Trojans has been suggested 
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as a means by which potentially habitable worlds could be found in planetary systems with hot- or 
warm-Jupiters (e.g. [74][75][76]).  
 
Such papers usually discuss the existence of Trojan companions that are far less massive than the 
planet with which they share an orbit – just as is the case for the Trojan companions to the Solar 
System’s planets. However, [77] considered the question of whether planets of similar or equal mass 
could survive as mutual Trojan companions. They found that mutually resonant planets could remain 
dynamically stable so long as their combined mass did not exceed ~1/26th of the mass of their host 
star. As such, our result that Venus and Earth could form a dynamically stable Trojan couple is not 
perhaps that surprising – but it is certainly interesting to consider, and opens up an additional 
direction for further study in the future. Namely – would the existence of a Trojan companion render 
the climate of a given planet too unstable for the evolution of detectable life? Whilst our results offer 
no definitive conclusions to the answer to this problem, it is clear that the stable 1:1 resonant 
solutions in our simulations featured variability in orbital inclination and eccentricity far more rapid 
than are experienced within our current Solar System. For this case, at least, it might therefore be to 
consider those solutions less habitable than our own Earth – but significantly more work would be 
required to extend this to a general argument for all Trojan scenarios. 
 
In the case of Mars, far less instability is seen. Once again, though, it is clear that moving Mars too 
close to the orbit of the Earth will render the system unstable (region leftward of a line of constant 
perihelion ~1.06 au). Even above this line, though, a significant number of solutions survive for the 10 
Myr of our simulations. This might well be an artefact of the 1000 au ejection criteria used in the 
simulations for Mars, however – and we intend to re-run those simulations in the near future using a 
40 au ejection distance to match our work with Jupiter. 
 
The influence of mean-motion resonances can be clearly seen in the plots detailing Mars’ influence. 
To the outer edge of those plots, unstable solutions are found near a = 2 au. This instability is the 
result of the influence of the 4:1 mean-motion resonance with Jupiter, which is centred at 2.06 au, 
and is the cause of a broad Kirkwood gap in the asteroid belt (e.g. [78]). The influence of a less 
disruptive mean-motion resonance can be seen at ~1.587 au, in the form of a vertical stream of 
slightly accelerated variability in Earth’s eccentricity evolution (Figure 1, middle plot). This is the 
location of the 2:1 mean-motion resonance between Earth and Mars. 
 
Whilst the effect of resonances between Earth and Mars is somewhat understated in both Figure 1 
and Figure 2, resonant interactions between Earth and Venus have a far stronger influence on the 
rate of change of Earth’s orbit. This is not unsurprising – Venus is almost eight times more massive 
than Mars, and not hugely less massive than the Earth – so with all else equal, one would expect it to 
more strongly perturb our planet. This is borne out in the strength of the resonant perturbations on 
Earth visible in the lower panel of Figure 1, and the broader region of instability caused by Venus 
and Earth undergoing close approaches. Mars, the less massive of the two planets, can approach 
Earth slightly closer than Venus before destabilising the Solar System. 
 
Beyond these observations on broad stability, a further surprising result is clear from our simulations. 
When moved away from its current location, Venus can induce far more rapid shifts in both Earth’s 
orbital eccentricity (Figure 1) and inclination (Figure 2) than are observed for our simulations of 
Jupiter’s influence. Before we leap to the conclusion that Venus actually has a greater influence on 
Earth’s climate than does Jupiter, we need here to include the caveat that, even in the most extreme 
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scenarios tested, Jupiter remained far beyond Earth’s orbit, at ~3.2 au from the Sun. It would be 
interesting to see how Jupiter would affect Earth’s inclination and eccentricity were it moved further 
inward – though obviously it would eventually destabilise the system were it moved sufficiently far 
inward! 
 
Whilst the influence of Venus on Earth’s eccentricity evolution is strongest when resonant interactions 
come into play, it is interesting to observe that the same is not true for its influence on Earth’s orbital 
inclination. The more closely Venus and Earth approach one another, the more rapidly the inclination 
of Earth’s orbit is driven to change. This behaviour is strikingly illustrated towards the right-hand 
edge of the stability region in the lower panel of Figure 2. 
 
Aside from those regions where close approaches or resonant interactions begin to render the Solar 
System unstable, our results show that Mars has a far less significant impact on the orbital evolution 
of the Earth than either Venus or Jupiter. The plots in Figures 1 and 2 all span the same range in 
inclination and eccentricity variability – and the variation seen across the bulk of the Martian 
simulations is lower than that for either Venus or Jupiter. Mean motion resonances (vertical strips in 
the plots) do induce some variability, and the eccentricity and inclination plots also reveal subtle 
variations – the ‘breaking wave’ in Figure 1, and the prominence-like loop in Figure 2. These are 
most likely the result of secular interactions between the planets, but are relatively minor features 
compared to the strong variability resulting from the other two planets. 
 
In the coming year, we intend to pair our simulations of Venus, Mars and Jupiter’s influence with 
climate models, which will incorporate the precession of the Earth’s axis, allowing us to determine 
the variability of the Earth’s obliquity in our simulations. The obliquity variability is the key dynamical 
parameter in translating the ongoing perturbations on Earth’s motion into the resulting climatic 
variability, and will feed directly into our climate models.  
 
Beyond that work, we have begun a suite of integrations that will examine how Earth’s initial orbit 
influences its Milankovitch cycles. In those simulations, we hold the initial orbits of the other planet 
fixed, as described in this work, and instead move the Earth within the Solar System. Those 
simulations are currently underway on UNSW Australia’s Katana supercomputing cluster, and will 
bring the first phase of our study of planetary architecture and climate stability to a close.   
 
Taken in concert, our work will help us to uncover the degree to which fine tuning in planetary 
architecture can impact the climate, and potential habitability, of planets like the Earth. In doing so, it 
will give us a feel for how ‘unusual’ the Earth’s climatic variability is. A core tenant of the ‘Rare 
Earth’ philosophy (e.g. [79]) is that the Earth is unusually fortunate in its properties – almost a fluke 
of nature that just happens to be a safe haven in an inimical cosmos. It suggests that, for example, the 
impact rate at Earth is far lower than it would be were the giant planet Jupiter not present – in other 
words, that without our good fortune in having a giant protector, we would not be here. Whilst that 
particular aspect of the hypothesis has since been effectively demolished (see e.g. 
[56][80][81][82][83][84]), the idea underpinning the thesis remains under debate. Is the Earth 
unusually quiescent? Would most other ‘Earths’ be far less habitable than our own? Once we bring 
together climate modelling with our n-body simulations, we will begin to get a feel for just how 
precarious is Earth’s climate, in the context of the architecture of our own planetary system.  
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Beyond this, however, our work will build a framework by which the climatic variability of newly 
discovered exoEarths can be estimated – once such planets are found. Whilst this is far from the only 
consideration when it comes to determining the suitability of those planets as targets in the search for 
life, it will still provide a useful datum – potentially helping to rule out some otherwise promising 
targets, allowing observers to instead focus their efforts at more promising worlds. 
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Summary:  The Neptune Trojans are the most recent addition to the panoply of Solar system 
small body populations. The orbit of the first discovered member, 2001 QR322, was 
investigated shortly after its discovery, based on early observations of the object, and it was 
found to be dynamically stable on timescales comparable to the age of the Solar system.  
 
As further observations were obtained of the object over the following years, the best-fit 
solution for its orbit changed. We therefore carried out a new study of 2001 QR322’s orbit in 
2010, finding that it lay on the boundary between dynamically stable and unstable regions in 
Neptune’s Trojan cloud, and concluding that further observations were needed to determine 
the true stability of the object’s orbit. 
 
Here we follow up on that earlier work, and present the preliminary results of a dynamical 
study using an updated fit to 2001 QR322’s orbit. Despite the improved precision with which 
the orbit of 2001 QR322 is known, we find that the best-fit solution remains balanced on a 
knife-edge, lying between the same regions of stability and instability noted in our earlier 
work. In the future, we intend to carry out new observations that should hopefully refine the 
orbit to an extent that its true nature can finally be disentangled. 
 
Keywords:  Neptune Trojans, Solar system formation, Solar system evolution, Centaurs, 
Comets, 2001 QR322, Dynamical Methods 
 
 

Introduction 
 
In 2001, astronomers carrying out the Deep Ecliptic Survey ([36][37]) announced the 
discovery of five new trans-Neptunian objects, including one given the designation 2001 
QR322. In the discovery circular [1], the proposed orbit for that object would have made it a 
Plutino (e.g. [2][3]), trapped in Neptune’s 2:3 mean-motion resonance. Indeed, the circular 
states: “The assumed perihelic Neptune 2:3-resonance orbit for 2001 QR322 keeps the object 
more than 16 AU from Neptune over a 14 000-year period”.  
 
As a Plutino, 2001 QR322 would not have been particularly remarkable – well over a hundred 
have been found to date. However, it was soon realised that 2001 QR322 was significantly 
more interesting. Follow-up observations in November and December 2002 led to major 
revisions in the best solution for the objects orbit, and in January 2003, it was announced that 
2001 QR322 was, in fact, a Neptune Trojan – the first to be discovered [4]. In that circular, it 
was noted that, “[a]ccording to the above orbit, the 1:1 Neptune librator remains more than 
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20 AU from Neptune over a 14 000-year period.  E. Chiang has confirmed the object's status 
as the first known "Neptune Trojan" by integrating the orbit over 109 years”. 
 
Following up on the discovery, two independent studies examined the orbital stability of the 
newly detected Neptunian Trojan. [5] employed a Frequency Map Analysis to produce maps 
of the diffusion rate of hypothetical Uranian and Neptunian Trojans. They noted that 2001 
QR322 lay close to the border of a stable region for low inclination Neptune Trojans, but found 
its orbit to be highly stable. They performed numerical integrations of a population of test 
particles based on the best-fit orbit of 2001 QR322, and found that only 10% escaped from the 
Trojan cloud over the lifetime of the Solar system, inferring that the object must be 
primordial, rather than a recent capture.  
 
This result was strongly supported by the work of [6], who found that whilst the orbital 
evolution of 2001 QR322 within the Neptunian Trojan cloud was chaotic, perturbed by the ν18 
secular resonance, this was insufficient to cause the object to escape from the Trojan cloud. In 
their simulations, the authors found that “[t]he probability of escape to a non-Trojan orbit in 
our simulations was low, and only occurred for orbits starting near the low-probability edge 
of the orbital element distribution (largest values of initial semimajor axis and small 
eccentricity)”. The stable nature of 2001 QR322, it seemed, was confirmed, and was thereafter 
assumed by studies considering the formation and evolution of the Neptunian Trojan 
population (e.g. [7][8]). 
 
In 2009, we began a project to examine whether it was possible to use the distribution of the 
Neptune Trojan population to constrain the nature of the giant planet’s outward migration. It 
was clear from the orbits of the Plutinos that Neptune must have migrated over a considerable 
distance (e.g. [9][10]), but the newly discovered Neptune Trojans offered the opportunity to 
test the models of planetary migration to see which, if any, could reproduce the observed 
distribution, and predict the range of orbits over which future Trojans would be found (e.g. 
[11][12][13][14]). 
 
In the course of that work, we noticed that the best-fit orbital solution for 2001 QR322 had 
changed significantly over the years since the work of [5] and [6], as a result of new 
observations. With a longer observational arc available, the orbit of 2001 QR322 had become 
better constrained, with orbital elements that had shifted significantly from the original 
studies. We decided to see whether the new orbit remained dynamically stable.  
 
To do this, we carried out detailed n-body dynamical simulations of the new orbit ([15]), and 
found that the new solution was balanced precariously between regions of dynamical stability 
and instability. In our simulations, test particles located at a semi-major axis greater than 
30.30 au were found to be significantly less stable than those at smaller semi-major axes. The 
nominal best-fit solution for the semi-major axis of 2001 QR322 at the time of that work lay at 
30.3023 au, right at the very inner edge of the unstable region. 
 
In our simulations, half of the test particles considered were removed from the Solar system 
within just 590 Myr – a period far shorter than the system’s age, but not so short that it did not 
remain feasible that 2001 QR322 had formed in the Neptune Trojan cloud, or had been 
captured during that planet’s migration, in the Solar system’s youth. Given the sharp 
delineation between regions with greatly differing stability, our results highlighted the critical 
importance of further follow-up observations of 2001 QR322, to better constrain the objects 
orbit and to help resolve on which side of the dynamical divide it actually lies.  
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In this work we present the preliminary results of a fresh study of 2001 QR322’s dynamical 
stability, based on an updated orbital solution published on the Asteroids Dynamics Site 
(AstDyS; [16]) website in January 2014. In the next section we describe the set-up of our new 
simulations, before presenting our preliminary results. We then conclude with a discussion of 
those results, and of the future work we plan to undertake.  
 
 

The Simulations 
 
In order to study the stability of the orbit of 2001 QR322, we took the best-fit orbital solution 
from the Asteroids Dynamic Site, AstDyS ([16]) on 24th January 2014. The full solution, with 
uncertainties, is given in Table 1. For comparison, we also present the orbital elements used in 
our previous work, given in red italicised text, as obtained on 26th January 2009 from the same 
website. Whilst the uncertainty on the semi-major axis, a, has increased slightly, the 
uncertainties of the other elements have dropped by a factor of ~2. We note, also, that the 
value of some elements has changed by significantly more than their original uncertainties1. 
Taken in concert, this highlights the critical importance of follow-up observations for Solar 
system objects – by extending the observational arc over which an object has been followed, 
its orbit can be greatly refined.  
 
 

Element Value 1-σ uncertainty2 
a (au) 30.2848 

30.3023 
0.009292 
0.008813 

e 0.027298 
0.031121 

0.0001605 
0.0003059 

i (°) 1.322 
1.323 

0.0005654 
0.0009417 

Ω (°) 151.599 
151.628 

0.01484 
0.02328 

ω (°) 163.415 
160.73 

0.4789 
0.8316 

M (°) 66.336 
57.883 

0.4753 
0.7818 

Epoch (JD) 2456600 
2454800 

 

 
Table 1: The best-fit orbital elements, and their associated 1-σ uncertainties, for 2001 QR322. 
The values given in black are those used in the current work, and were obtained from [16] on 
24th January 2014. The values given in red italics are those used in our previous work ([15]), 

obtained from [16] on 26th January 2009, and are included here to show how the best-fit 
solution has changed as a result of new observations being made. Here, a is the semi-major 

axis, e the eccentricity, i the inclination, Ω the longitude of the ascending node, ω the 

                                                             
1 The value of the semi-major axis, for example, has changed by 0.0175 au, a shift of twice the stated uncertainty 
in the 2009 values. The changes in M and ω are even more striking – with their values shifting my many times 
the stated 2009 uncertainties. 
2 We note, here, that the values presented in this table, and used in our work, are the precise values as taken from 
the AstDyS system. It is readily apparent that the uncertainties in a given value (column 3) stretch to 
significantly more significant figures than given for the ‘best fit’ value (column 2). Whilst this is not ideal, we 
felt it best to exactly reproduce the data as taken from the AstDyS website, to ensure reproducibility of our 
results. 
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longitude of perihelion and M the mean anomaly of 2001 QR322 at the epoch given in the final 
row. 

 
To study the long-term stability of the orbit of 2001 QR322, we used the Hybrid integrator 
within the n-body dynamics package MERCURY ([17]) to follow the orbital evolution of an 
ensemble of massless test particles under the gravitational influence of the four giant planets 
for a period of four billion years. This technique (following the long term evolution of many 
objects using MERCURY) has proved highly successful in determining the dynamical stability 
of objects in our own Solar system (e.g. [15][18][19]). It has also been used to probe 
questions in astrobiology (e.g. [20][21][22][23]) and exoplanetary science (e.g. [24][25][26]). 
It allows the chaotic orbital evolution of the objects in question to be quantified in a 
probabilistic sense, as well as enabling the creation of stability maps that allow the behaviour 
as a function of initial orbital elements to be examined. 
 
As in our earlier work, we created an ensemble of clones of 2001 QR322 for our integrations, 
centred on the nominal best-fit orbit. The clones were spread across the full ±3σ uncertainty 
range for each of the six orbital elements considered. In our earlier studies of both Solar 
system objects (e.g. [27][28]) and exoplanetary systems (e.g. [25][26]), we have found that 
the orbital semi-major axis and eccentricity of objects typically play by far the most important 
role in determining their long-term stability – a fact that was clearly demonstrated in our 
earlier studies of 2001 QR322 ([15]). For that reason we constructed our ensemble to maximise 
our resolution in these orbital elements. We tested a total of 51 unique values of semi-major 
axis, distributed evenly across the full ±3σ uncertainty range. At each of these semi-major 
axes, we tested 51 unique eccentricities, again evenly spread across the full ±3σ uncertainty 
range in that element. At each of these locations in a-e space, we tested five discrete values of 
inclination, and three unique values of the longitudes of perihelion and ascending node, and 
three mean anomalies, each spread evenly over the full ±3σ uncertainty range3. In total, this 
produced a test sample of 351,135 test particles (51 x 51 x 5 x 3 x 3 x 3). 
 
The orbits of these test particles were then integrated forward in time under the gravitational 
influence of the four giant planets, Jupiter, Saturn, Uranus and Neptune, with an integration 
time-step of 120 days.  Objects were removed from the simulations when they collided with 
one of the giant planets, fell into the central body, or were ejected to a barycentric distance of 
1000 au, as in our previous studies of the Neptunian and Jovian Trojans ([15][18][27][28]). 
When objects were removed in this manner, the time at which the ejection or collision 
occurred was recorded. 
 
 

Preliminary Results 
 
Of the 351,135 clones of 2001 QR322 integrated in this work, 99,949 survived for the full four 
billion years of the integrations (a 28.46% survival rate). During the first few million years of 
the simulations, no ejections or collisions occurred – with the first test particle to be removed 
coming after 3.66 million years. After this slow start, the decay began to proceed apace, with 
fully half the test particles being removed in the first 600 million years. By recording the time 
at which each test particle was removed, we are able to create a dynamical map that illustrates 
how the stability of 2001 QR322 depends on its initial orbit, as can be seen in Figure 1, below. 

                                                             
3 We therefore tested the best-fit inclination value along with four others, located -3σ, -1.5σ, +1.5σ and +3σ from 
that value. For longitude of perihelion, ascending node, and mean anomaly, we therefore tested the best-fit 
values along with those +3σ and -3σ away. 
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Equally, one can plot the decay of the number of test particles as a function of time, as can be 
seen in Figure 2. 

 
Figure 1: The mean dynamical lifetime of the orbit of 2001 QR322 as a function of its initial 

semi-major axis and eccentricity. The nominal best-fit orbit lies at the centre of the plot, 
within the small hollow box, and the horizontal and vertical lines that radiate from it 

represent the 1-σ uncertainties in semi-major axis and eccentricity. The lifetime plotted at 
each a-e location is the mean of 135 discrete simulations. It is clear that the best-fit orbital 

solution for 2001 QR322 falls right on the boundary between a region of high stability and one 
that is far more chaotic.   

 

 
Figure 2: The number of test particles surviving as a function of the time elapsed in our 

simulations. After a short period of dynamical relaxation (the first particle removed survived 
for 3.66 Myr), the population decays in a broadly exponential manner, although the ‘half-life’ 
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of that exponential decay increases as time passes, as the objects from the least stable reaches 
of a-e space are removed.  

 
Discussion and Conclusions 

 
In our previous study of the stability of 2001 QR322

 ([15]), we examined the evolution of an 
ensemble of 19,683 test particles, cloned in a six-dimensional swarm centred on the nominal 
best-fit orbit available at the time. That work revealed an object balanced on a dynamical 
precipice – right on the boundary between stable and unstable regions.  
 
With a more refined orbit, based on a longer observational arc, we anticipated that new 
simulations could answer the question of 2001 QR322’s stability. On one hand, the best-fit 
solution might have moved to a more stable region of orbital element space, and we could 
therefore conclude that 2001 QR322 was most likely captured as a Neptune Trojan in the final 
stages of planetary migration (e.g. [12]), or had formed with the planet and been carried along 
with it as the planet migrated to its current resting place (e.g. [11]). On the other, it was 
equally possible that the improved orbit for 2001 QR322 could place it firmly in an unstable 
region – suggesting that it might only recently have been captured as a Neptunian Trojan (as 
is thought to be the case for 2004 KV18; [28]).  
 
In this work we expand upon our previous study of 2001 QR322, taking advantage of the 
greatly increased computational capacity available to us. We simulated a population of test 
particles more than an order of magnitude larger than in our previous work, and followed their 
evolution for a factor of four times longer (4 Gyr vs. 1 Gyr). This has allowed us to increase 
the resolution with which we can map the dynamical stability of 2001 QR322’s orbit, as well as 
allowing us to probe cases where the instability occurs on timescales longer than those 
considered in our earlier work.  
 
Whilst our detailed analysis of the results is still ongoing, it is immediately apparent from 
examination of Figure 1 that the stability of 2001 QR322 remains strongly dependent on the 
initial semi-major axis of its orbit. Despite the longer observational arc and generally smaller 
uncertainties in the best-fit orbit, that solution remains precariously balanced between regions 
of significant dynamical stability and instability. As in our earlier work, fully half of the test 
particles considered were removed from the Solar system within the first 600 Myr of our 
simulations. Indeed, despite the changes to the orbital solution, our results are remarkably 
similar to those we obtained in 2010. 
 
Our simulations reveal that all a-e locations within the 1-σ uncertainties are unstable on 
timescales less than ~2 Gyr, which in turn suggests that the object is truly dynamically 
unstable. That said, it should be noted that instability on timescales of hundreds of millions of 
years, or several billion years, is not incompatible with the idea that 2001 QR322 has been 
trapped in the Neptunian Trojan cloud since the cessation of planetary migration (as discussed 
in [15]).  
 
To illustrate this point, let us assume, for the sake of argument, that the initial population of 
the Neptunian Trojan cloud was large4, and then assume that a non-negligible subset of that 
population moved on orbits similar to that of 2001 QR322. In such a scenario, it is readily 
apparent that a significant population of such objects could survive to the current day. For a 

                                                             
4 This seems a reasonable assumption, given that estimates of the current Neptunian Trojan 
population have ranged as high as 107 objects more than 1 km in diameter (e.g. [29]). 
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population decaying with a dynamical ‘half-life’ of 600 Myr, ~1% would be expected to 
survive for four billion years. Furthermore, as we argued in [30], such a scenario would allow 
the Neptunian Trojans to act as a continual source of fresh material to the Centaur population, 
and from there, to the inner Solar system5. 
 
Given that objects escaped from the Neptunian Trojan cloud at all locations plotted in Figure 
1, it is clear that even the most stable orbital solutions for 2001 QR322 do not preclude its 
eventual escape to the Centaur population. We still require the orbit of 2001 QR322 to be 
further constrained before we can conclusively determine its true stability.  
 
To that end we plan to obtain follow-up observations of 2001 QR322 in 2016, with the goal of 
further refining the best-fit solution to its orbit, and hopefully answering the question of its 
true dynamical stability, once and for all. 
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Summary: Geothermal spring environments are colonised by microbial organisms 
tolerant of environments otherwise hostile to life. Such environments are analogous to 
some of the earliest environments for terrestrial life.  Hot springs are known to have 
existed on Mars in the past and they too may once have been home to Martian microbes. 
Studying these environments present a number of challenges, including researcher safety 
and protection of ecologically fragile environments. Field robots can potentially assist in 
managing both challenges. We describe the performance of a teleoperated rover 
developed by Mars Society Australia to investigate extreme forms of life at two 
geothermal study sites in New Zealand using a non-contact thermometer and 
multispectral camera. We found that single and multiple filtered imagery utilising visible 
and near infrared (NIR) was useful in detecting photosynthetic microbes, and that 
multiple filtered images provided the best results for life detection. Our study provides 
insights into the incorporation of robotic methods for astrobiological research.   

 
Keywords:  Astrobiology, robotics, remote sensing, Mars analogue research, hot springs, 
New Zealand. 
 

Introduction 
Various types of teleoperated and autonomous robots have been used extensively in 
underwater scientific research, often in conjunction with direct human presence, e.g. 
divers and/or crewed submersibles [1]. Both teleoperated and semi-autonomous vehicles 
have been utilised for surface exploration of the Moon and Mars [2, 3, 4]. However, use 
of robotics for terrestrial surface science has been limited, other than to test concepts for 
planetary exploration [5]. Nonetheless, robotic technology has outstanding potential for 
collecting data from sites where hazards, fragility, or contamination are potential issues. 
Geothermal areas combine all these factors, exposing researchers to boiling water and 
noxious fumes and often having delicate structures with unique biotas. 

In this paper we investigate the capabilities and limitations of a low-cost (<$1000) 
teleoperated vehicle in characterising extreme life forms within hot spring environments 
in the Rotorua area, Taupo Volcanic Zone, New Zealand.  The vehicle was developed by 
Mars Society Australia (MSA) as part of the Marsobot project, and utilises commercial 
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off-the-shelf hardware and open source software [6]. Field work was carried out during 
the joint New Zealand Astrobiology Initiative (NZAI) and NASA Spaceward Bound New 
Zealand expedition (http://astrobiology.kiwi/) in January 2015. 

Small robots such as these also may have potential for future Mars missions, in 
that they may complement larger robots being deployed by astronauts to investigate 
specific sites deemed too hazardous or fragile for direct exploration, or to use in follow-
ups of initial site surveys.  Previous examples of microrovers evaluated for Mars missions 
include the Rocky series developed in conjunction with the Sojourner Mars rover [7], and 
the FIDO vehicle designed to trial concepts employed in MER [8]. Additionally, the 
Mars Astrobiology Research and Technology Experiment (MARTE), a Mars analogue 
mission, as conducted in Spain simulated robotic drilling mission to search for subsurface 
life [9]. 

 
Extreme Life Forms 

The search for life beyond Earth has been an ongoing quest for humanity since ancient 
times, although no definitive proof has yet been found [10]. Mars has traditionally been 
considered as a likely extraterrestrial abode for life, given its similarity to Earth, 
historically and physically, in relation to the other planets and moons of the Solar System, 
and because of its location within the outer boundaries of the “habitable zone” [11]. The 
first direct experiments designed to search for life on Mars were performed during the 
Viking missions of the mid-1970’s [12]. Two robotic landers used four experiments that 
searched for signs of metabolic activity, as well as the presence of organic compounds. 
The subsequent results from these experiments showed no evidence for life nor its 
chemical by-products, and provided important data on the limitations of robotic searches 
for extraterrestrial life [13]. However, since the Viking missions, life has been found in 
far more diverse and extreme environments than thought possible in the 1970’s, from 
cold dry deserts to hydrothermal vents in the deep sea, to geysers around hot springs on 
land [10, 14, 15]. The characterisation of life in these extreme environments has widened 
the possible settings and physico-chemical conditions under which life could flourish and 
expanded the criteria for biosignal detection, such as within thermal hot springs [16, 17].  

Thermal Springs 
Terrestrial hot springs of volcanic terrains are environments characterised by water 
heated by a geothermal (magmatic) heat source. They are of particular interest in that 
some hyperthermophilic microbes inhabiting them represent the most primitive forms of 
life [18, 19]. Siliceous hot spring deposits (sinter), and the nature of their associated 
microbial life interacting with local mineralogy, play an important role in astrobiological 
hypotheses related to the search and discovery for life on other planets and moons, as 
well as in expanding our understanding of early life on Earth [15, 16, 20, 21, 22, 23]. 
Additionally, evidence of past thermal springs sites also has been observed on Mars, 
specifically at Gusev Crater as discovered by the Spirit rover [24, 25]. Thus 
characterisation and analysis of active terrestrial hot springs settings will provide further 
insight into investigations of similar relict environments on other worlds, and allow 
enhancement of remote sensing and scientific investigation techniques for the detection 
of past and present life. 
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 Previous research has revealed variations in mineralising biosignatures within 
many hot springs environments as a function of distance from the thermal vent [22, 23, 
26, 27, 28, 29, 30]. This process of deposition of sinter and occurrence of 
microorganisms form zonal systems, which can act as indicators for temperature and pH 
conditions [19, 22, 23, 31, 32, 33, 34]. These zones also can be used to infer the location 
of specific mineralogy or biology, and were used to guide the Mars’Obot rover operations 
conducted at the Rotorua hot springs sites. We analysed these zones using the Mars O’bot 
rover, and compared our results with published findings [23]. This was carried out in 
order to determine the applicability of using a microrover to search for life in an 
analogous, active extremophile environment, and to identify shortcomings and avenues 
for future refinement of remote sensing methods in the field of astrobiology. 
 

Study Sites 

 
Fig. 1 (A) Overview of study locations in the Taupo Volcanic Zone, New Zealand. (B) 
Frying Pan Lake outflow stream location, Waimangu Geothermal Vally. (C) Parariki 
Stream location, Rotokawa geothermal field. 

MarsO’bot Junior underwent field trials at two hot spring sites in the Taupo Volcanic 
Zone, New Zealand, over the period 15-22 January, 2015 (Fig. 1A-C). Both field sites 
possess an abundance of microorganisms existing in a variety of temperature ranges.  

The first field trial was conducted on the bank of the hot water creek and springs 
at the outlet of Frying Pan Lake, Waimangu Volcanic Valley (Fig. 1B) [35]. This 
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geothermal discharge area possesses water temperatures of approximately 50o C with 
stream deposits forming sinters with trace elements of antimony, molybdenum, arsenic 
and tungsten [22]. The microbes in this stream were found [36] to be predominantly 
controlled by water acidity, as well as differing water temperature. The overflow stream 
from Frying Pan Lake supports multiple microbial life forms including cyanobacteria and 
algae as well as insect life [22].  

The second site is located at the acid-sulphate-chloride springs debouching along 
the pumice-lined banks of Parariki Stream, Rotokawa Geothermal Field (Fig. 1C). These 
hot springs discharge acid-sulphate-chloride waters, generating acidic surface features 
[22, 37] and was the subject of a detailed sedimentary facies and biotic study [23]. 
Parariki Stream drains acidic Lake Rotorua into the Waikato River, with thermal springs 
appearing on the southern portion of the stream [23, 37, 38]. The Parariki Stream study 
area in the Rotokawa Geothermal Field covers approximately 130 m2 and is located on 
the western floodplain, consisting of well sorted pumice alluvium. Water temperatures 
for the hot springs at this site were cited to be on the order of 40-91o C, discharging clear 
acidic waters [23]. Four distinct types of stromatalitic sinter were identified, including 
ridge shaped, acid-etched sinter formations close to vents; 1 cm high spicular sinter rims 
growing on pumice clasts (>2 cm diameter) in somewhat cooler waters (30-85o C); thin, 
parallel-laminated sinters forming under very shallow sheet flow areas; and thin, small 
cup-shaped sinter rims forming on small pumice clasts (<2 cm diameter) located on 
sandy material saturated with cooled thermal fluids [23]. All sites except for the sinters 
nearest the spring vents were generally found to be co-located with coccoidal green algal 
mats. These mats were found within a temperature range of 30–52.5oC, being thickest at 
~45oC. The mats belong to the rhodophyte taxon Cyanidiophycease, thereby indicating 
that they are chlorophyll-based, using photosynthesis as part of its metabolic process 
[39].  

Our aim was to use the instruments onboard our robot to remotely identify and 
characterise the occurrence of the extensively distributed green mats by exploiting the 
spectral response of photosynthetic biotic material in the visible and near infrared (NIR) 
wavelengths. Furthermore, we evaluated whether the microrover could identify the 
existence of sinter or other biota types at both sites.  
Rover Design 

Mars’Obot Junior, the rover used at the New Zealand hot springs, is designed around the 
Dagu Wild thumper six wheel drive chassis. This chassis features independent suspension 
for each wheel, as well as a 1:75 geared electric motor within each wheel hub. The 
vehicle is skid steered in a similar manner to the Soviet Marsokhod rover [40]. We chose 
skid steering owing to the ease at which it can be employed, and because it requires a 
minimum number of motors for its operation. We have based the control architecture of 
the rover on the Arduino 8 bit microcontroller. This controller is well supported and has 
been used in many robotics applications [41, 42]. The Arduino Uno consists of an 
Atmega 328 chip on a microcontroller development board. It is programmed using the 
open source Arduino environment that is based on C++. The Arduino Uno possesses 14 
digital input/output pins and six analog input pins. We use these pins to operate the non-
contact thermometer and operate the filter wheel of the multispectral camera.  
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In addition to the Arduino Uno we also have incorporated a second Arduino 
system into our design: The Wild Thumper controller. This controller is also based on the 
Atmega 368 and was designed specifically for the Dagu chassis we used for Mars’Obot 
[6]. The pre-installed controller software provides an interface between the 2.4GHZ 
remote control system and the rover. In addition the Wild Thumper controller provides 
battery monitoring and will automatically shut down current to the motors if battery 
voltage drops below a certain level. 
 

 
Fig 1. Overview of Junior rover with key components marked. (1) Multispectral imaging 
system. (2) Non-contact thermometer. (3) Serial modem. (4) Raspberry Pi and wifi link. 

(5) Electronics box and four wheel drive skid steer mobility. (6) Reflectance 
spectrometer. 

Science Instruments 
The instruments aboard Mars’Obot Junior were designed specifically to operate in the hot 
springs environment in New Zealand, to help characterise these environments and 
identify photosynthesising microbial life forms present. We aimed to detect the presence 
of chlorophyll-containing, photosynthesising microbial mats by photographing candidate 
sites through visible, red and NIR filters, and characterised their context through imaging, 
thermometry, and spectroscopy. 
Multispectral camera 

The primary instrument for this purpose is a Logitech Webcam modified to be NIR 
sensitive. A filter wheel containing an NIR cut filter allowing only visible wavelengths to 
pass, red (625 nm long bandpass for single-image photosynthesis detection) and 850 nm 
long bandpass NIR filter is fitted in front of the webcam to provide multispectral imaging 
in visible, red and NIR wavelengths. Similar filter arrangements have been used in 
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unmanned aerial vehicle (UAV) trials for monitoring vegetation such as crops and have 
proven useful for characterising vegetation type and health [26]. 

Table 1: Summary of scientific instruments carried on Junior 
 
Instrument Characteristics Purpose 

Multispectral camera Logitech Webcam with visible, red 
and 850 nm NIR filter wheel. 

 

Identify photosynthetic biota as well 
as provide visual record of 
environment. 

Non-contact thermometer Samples ambient plus sample 
temperature. 

Sample temperature readings for hot 
spring vents 

Visible light spectrometer 2592 x 1944 px Raspberry Pi camera 
with DVD diffraction grating and 1 
mm slit. 

Provide visible light spectra for 
photosynthetic biota. 

We developed this camera in order to detect photosynthetic biota in the hot springs study 
sites. The multispectral methodology works by exploiting the high NIR reflectance of 
vegetation as compared to visible light wavelengths [27]. We thus were able to use the 
visible, and NIR images to create a false colour three band montage by adding the NIR 
channel and deleting the blue channel from the visible image. This process highlights the 
presence of vegetation and other NIR reflective elements within the scene which will 
display as a red colour in the resulting image. A similar process has been used to create 
false colour aerial and satellite imagery and serves to highlight photosynthetic biota 
within an area of interest [43; 44, 45]. 

We employed band mixing of the red and NIR channels in the false colour image 
developed as above to create Normalised Difference Vegetation Indices (NDVI). NDVI 
is a widely used method to quantify amount and vitality of vegetation in a scene by using 
the difference between the low reflectance of vegetation in red light wavelengths (~600 
nm) and the higher reflectance in NIR wavelengths (850 nm) [46, 47]. The resulting 
index provides dimensionless values that allow inferences on the presence and health of 
photosynthetic biota in the study area [46, 48].  

In addition to using two separate images to create an NDVI we tested the viability 
of using single-image processing in detecting photosynthetic biota in our study 
environment. We captured images through the 625 nm red filter and created NDVI from 
exploiting the blue and red channels of this image. This procedure relies on the theory 
that the blue channel of the camera contains more NIR than the red channel [45]. 
Previous application of this method has relied on a custom white balance setting to 
remove the red cast of the resultant image and to facilitate NDVI processing [45]. We 
achieved this post image capture by applying histogram equalisation across the red, green 
and blue bands to neutralise the red colour cast. We then compared the results of NDVI 
processing through the red filter with visible and NIR filters in order to determine the 
usefulness of single image capture through a single red filter versus multi image capture 
through visible and NIR filters. The success of this method would allow for single-image 
capture of a scene and significantly reduce the amount of time and bandwidth needed to 
sample a study site. 
Spectrometer 
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Junior carried a visible light reflectance spectrometer based on a Raspberry Pi camera 
with a pixel resolution of 2592 x 1944, and a diffraction grating derived from a DVD. A 
version of this method of spectroscopy has been used in previous research, although 
predominantly for transmission [49]. Our instrument was intended to collect spectra from 
materials of interest in order to assist in identifying mineralogical or biological 
composition. Both the multispectral camera and spectrometer were controlled by a 
Raspberry Pi Model B on a 2.4 GHz wifi link.  
Other instruments 

Additional instruments carried on the rover included a 1.2 Ghz wireless camera for 
vehicle navigation and a Melexis non-contact thermometer. The thermometer output was 
read by the arduino and transmitted via serial link on command from the ground station. 
The thermometer was used to sample temperature readings around the hot springs in 
order to assist in assessing the type of environments inhabited by the extremophiles. 
Rover control 

In order to simplify the overall design and remain within budget we opted for a 
teleoperated mode of rover control. This mode has been used in previous space missions, 
such as the Lunakhod rovers sent to the Moon [40]. Teleoperation simulates the operation 
of the rover in conditions where live or near live communication is feasible, such as on 
the Moon or at a manned Mars base. Control of the Mars’Obot rover was achieved by a 
combination of a 2.4 Mhz four channel R/C system and an AP220 2.4 Ghz serial wireless 
modem. These were chosen for their simplicity, reliability and range, sufficient to control 
the rover within the specified operational radius of 30 m. The two channels of the R/C 
system control the forward/reverse motion of the rover and the steering. 
 

Results 
The surface of both hot spring sites consisted of loose material of sinter-derived and 
pumiceous pebbles ~ 1-3 cm in diameter overlying in situ sinter deposits (Fig. 2). Local 
slopes for both sites are less than 5o, being predominantly creek bed. We found this 
terrain to be ideal for operating our skid steered rover and we encountered no mobility 
obstacles in operating in this terrain. The major geological and microbial components of 
both sites were imaged, spectra obtained and temperature readings collected. The rover 
traverse of the Waimangu Volcanic Valley site commenced approximately 6 m from the 
water edge and temperature readings ranged from 35oC at the start of the traverse to 45oC 
at the water’s edge. Temperature readings of the water itself from the rover were ~20o 
lower than those taken from a handheld unit, although readings of the stream bank 
correlated with those of a handheld device. The discrepancy was likely due to the 
inability of the rover servo to position the thermometer over the hottest source of the hot 
spring without risking damage to the rover. We have since designed an extension arm 
system for the non-contact thermometer to reach inaccessible sites. 
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Fig 3. Visible, false colour and NDVI of sample sites derived from Junior’s multispectral 

camera at Waimangu Volcanic Valley, New Zealand. (A) True colour (B) visible/NIR 
false colour and (C) NDVI   images of an outflow vent. (D) True colour (E) visible/NIR 

false colour and (F) NDVI of microbial deposits. 

Figure 3A-F shows multiband analysis as derived from visible and NIR filter 
photography of the Waimangu Volcanic Valley site as obtained from Junior’s 
multispectral camera. Figure 3A-C were imaged from the site of an outflow vent near the 
stream shore. Cyanobacterial microbial life in the cooler waters surrounding the vent (30-
35oC) (green material, Fig. 3A) was very highly reflective in NIR and displayed as bright 
red in the false colour image (Fig. 3B). NDVI of this material was also approximating 
values of 0.5-0.6 (Fig. 2C). We found no evidence of photosynthetic life in the immediate 
vicinity of the vent itself, as revealed by NDVI values of 0 in this area (Fig. 3C). 
Temperature readings of the vent were 80-90oC, generally being too high for 
cyanobacteria to survice. It is thus unlikely the brown material surrounding the vent is 
cyanobacteria.  Additional imaging of sinters near the stream shoreline (Fig. 3D) revealed 
strong evidence for photosynthetic life forms bounding the cooler waters (30-35oC) of the 
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outflow vent (Fig. 3E-F). We also observed the presence of microbial life at the base of 
the pebble-like sinter, illustrated in the bottom left of the false colour and NDVI analysis 
of Figs. 3E-F. This material was absent from the portions of sinter protruding from the 
stream flow. 
  

	

Fig 4. Visible and NDVI of comparison between visible/NIR and red filters from junior’s 
multispectral camera at Waimangu Volcanic Valley. (A) True colour (B) NDVI derived 

from red filtered image and (C) NDVI   derived from visible/NIR images. 

We undertook comparative analysis of single filter NDVI and two filter imaging at 
Waimangu Volcanic Valley, although time constraints allowed us to only capture one 
image through the red filter at this site (Fig. 4). In order to achieve this we imaged a 
portion of stream shoreline partially containing algal microbial material (Cyanidium,  
[23]; Fig. 4A). NDVI analysis of the red filtered imagery revealed the presence of the 
algae (Fig. 4B), though the green algal material was more prominent in the NDVI 
analysis of the separate visible/NIR images. 
We sampled temperatures of the Parariki Stream floodplain and vents at Rotokawa 
geothermal area using the non-contact thermometer on board Junior and compared them 
with readings from a hand-held device in a similar manner to the Waimangu site. 
Although readings of the floodplain for both instruments ranged from 30-40oC, our 
samples from the actual vents were 52oC, compared with 80oC from the handheld device. 
Figure 5A-I shows multiband analysis as derived from visible and NIR filter photography 
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of Parariki Stream as obtained from Junior’s multispectral camera. 

 
Fig 5. Visible, false colour and NDVI of sites around the Parariki stream from Junior’s 
multispectral camera. (A, D, G) True colour (B, E, H) False colour derived from 
visible/NIR images. (C, F, I) NDVI derived from visible/NIR images. 

We observed that sinters possessing green algal microbial material become 
prominent in false colour and NDVI analysis whereas other microbial types and 
mineralogy were not. Fig. 5A-C show analysis of a pumice clast containing algal material 
that was placed in a region of creek bed where algae was absent. We noted that the clast 
containing algal material was highly reflective in NIR whereas adjacent clasts embedded 
within the stream bed were not (Fig. 5B-C). We located a ~1 m diameter thermal pool 
with an abundance of algalmicrobial material growing around its rim (Fig. 5D). We were 
able to detect NIR from this pool, despite the green algal material being located 
underwater, which tends to absorb NIR radiation. We noted that the layer remained 
visible in false colour and NDVI analysis (Fig. 5E-F) although it was not as prominent as 
the background vegetation surrounding the pool. It is possible the water may have 
attenuated the transmission of NIR radiation from the submerged algal material. Fig. 5G-
H shows the location of thin layered green algal deposits surrounding rockier material. As 
with the other sites, the green algae layer was prominent in the false colour and NDVI 
analysis (Fig. 5 G-H). NDVI values for this layer were high (0.8-1, Fig. 5I) in the densest 
portions of this green algal layer, which contrasted with lower values present in the 
imaged clast (0.5-0.8, Fig. 5C) and pool (0.3-0.4).We noted that the green algal layer was 
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absent from the top of the rocky material, probably due to the absence of water in this 
region. In addition to the algal material being present on the base of the rocky layer, it 
was also observed mixed within some of the pumice clasts, as evidenced by the high 
NDVI reading of the large clast in the foreground (Fig. 5H-I). 

 
Fig 6. (A) Visible, (B) false colour and (C) NDVI of returned sinter sample taken from the 

Rotokawa stream containing endolithic green algae. The highlighted area around the 
scale pen is a product of band mixing the image. 

We extracted a sample of sinter from the Rotokawa stream for analysis by Junior in a 
controlled environment (Fig. 6A-C). The sinter was a portion of a larger pumice clast 
located ~5 m upstream of the water edge. Unfortunately time constraints precluded 
context imaging of the sample in situ. Junior imaged the sample in direct sunlight at a 
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distance of 25 cm using the visible and NIR filters. The returned sample clast was 
impregnated with endolithic green algal material in a similar manner to that observed in 
the foreground clast in Fig. 5G-I. Visible imagery showed the algae to be green-brown in 
colour and present within 5 mm of the outer surface of the clast (Fig. 6A). False colour 
imagery was able to confirm the biological nature of the material, displaying as red in 
Fig. 6B. NDVI analysis revealed values of 0.3-0.6 (Fig. 6C). There was no discernable 
difference in NDVI values between the green and brown coloured algal deposits, 
indicating similar levels of chlorophyll-based photosynthesis for both types of biota. 
Similar coloured cyanobacteria were analysed by [30] in the outflow of Frying Pan Lake.  

Discussion 
We were able to successfully operate a small rover in a range of hot springs environments 
of the Taupo Volcanic Zone near Rotorua, and to return data in regards to some types of 
extremophiles at two study sites. The rover was able to negotiate the terrain at both sites, 
with the low slopes and sinter/pebble matrix of the traverse sites proving ideal for the 
skid-steered mobility of the rover. We found that rover operations were limited to 30 
minutes, as constrained by battery life for the vehicle.  

 Although we were able to successfully obtain temperature readings at both study 
sites from the non-contact thermometer, we found that readings of the hottest areas in the 
hot spring vents were underrepresented by 20-30oC. This is probably due to the inability 
to rotate the instrument platform more than 45o, precluding unobstructed sampling of the 
vents. It is also possible the non-contact thermometer collection area was too large to 
obtain unmixed readings of the hottest regions of the study site. 

Multispectral imagery of a hot spring site using robotic rovers showed that 
identification of photosynthetic biological material is possible by using modest budget, 
off-the-shelf technology. Additionally quantitative assessments on the abundance and 
health of this biotic material may also be achieved using NDVI analysis. The visible/NIR 
method was appropriate for this task; however, we were not able to confidently 
distinguish between other types of extremophiles or mineralogy using this method. 
Detailed analysis would require the use of narrow pass geologic filters, microscopy and 
high resolution spectroscopy. These will be included in a future Marsobot rover.  
 Additionally we found that NDVI on photosynthetic material may be calculated 
using single imagery collected through a #25A red filter. We note the values derived 
from this procedure were lower than those sampled through separate images collected 
through separate visible and NIR filters. It is likely the discrepancy may result from NIR 
leakage between the red and blue channels of the camera. Thus while this method would 
be appropriate for healthy vegetation exhibiting high NIR reflectance, it would be less 
appropriate for diseased or senescent vegetation with lower NIR reflectance.  

Obtaining these results has provided useful information on the capabilities and 
limitations of using robotic sensors to search for extreme forms of life. The results show 
that it is possible to map the distribution of at least some types of microbial life using 
low-cost instruments that can be fitted to a small rover. However, these observations are 
preliminary only, and the rover does not substitute for more sophisticated studies 
involving sample return, microscopy and other laboratory methods [19, 20, 21], beyond 
the capabilities of small robots such as Junior.  The application of such field robotics in 
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studying fragile and dangerous field sites would be to assist in prioritising the sites for 
direct sampling by field scientists.  Also of importance is ensuring adequate power 
storage reserves to carry out missions of useful duration, either in the form of larger 
batteries or batteries that can be rapidly replaced with ones fully charged. 

In relation to the robotic astrobiological exploration of Mars, the difficulty in 
obtaining conclusive evidence for biological, as opposed to mineralogical activity has 
been acknowledged [11, 20], particularly in the field of paleomicrobiology where return 
of samples, site revisits and sophisticated laboratory techniques are required to assist in 
distinguishing life from non-life or on ancient well-preserved hydrothermal sites such as 
the Warrawoona Group of the Pilbara Region [50].  So far the only specific search for life 
experiments performed by Viking highlighted the inherent problems of trying to obtain 
conclusive evidence for life within the limits of robotic methods [11]. Moreover, the size, 
power and weight constraints of planetary spacecraft limit the carriage of instrumentation 
to only a few, carefully chosen, experiments. Thus our testing of proposed instruments 
within a hot springs environment analogous to those extant on early Mars provide useful 
benchmarks for designing future robotic astrobiological missions targeting such features.  

 

 Conclusion 
We conducted field trials of Marsobot Junior, a microrover class teleoperated vehicle, 
within the hot springs environment of Rotorua, New Zealand. We found that 
multispectral imagery using visible and NIR to be a useful tool in identifying 
photosynthetic microbial material from mineralogy in extreme environments. We were 
also able to characterise biological material within a pumice clast sampled from the 
Parariki Stream study site. Although single-filter multispectral imagery also provided 
useful data we suggest that radiation leakage between channels limit this technique to 
sampling healthy vegetation. Time constraints derived from rover energy requirements 
restricted the amount of data that could be gathered by the rover and highlights some of 
the difficulties in using robots for astrobiological research. Results and lessons learned 
from Junior’s mission, especially with respect to instrument selection, design and on 
power reserves, will be used to further develop instrumentation for astrobiological and 
extremophile research. 
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Summary: No minirover (2 kg) class vehicle has ever landed on the Red Planet. The small 
size of a minirover would make it an ideal secondary payload with its own independent 
mission in a similar manner to Cubesat missions. This proposal outlines designs for the “A4 
rover” that will trial mobility and scientific data collection in Mars analogue environments in 
Australia, the USA and India. These results will be used to refine designs for the A4 Rover 
and contribute to the design of a space qualified vehicle. The project is a collaboration of 
UNSW Canberra, NASA Ames Research Center, and the NASA Spaceward Bound program. 
A series of research test criteria was created to test the efficiency and performance of the 
rover under a variety of environmental conditions. Physical outcrops are defined and 
characterized for rover trials in Canberra (Australia), Mars Desert Research Station (MDRS) 
in Utah (USA), and Ladakh (India). The planned tests will answer specific questions 
regarding  how a minirover will perform in a Martian environment and meet agreed upon 
research criteria.  

Introduction 

Mobile robots sent to Mars have been between the range of 10-900 kg in weight, with power 
generated by solar – 20W Sojourner, 140W Mars Exploration Rover (MER) – and nuclear 
sources (125W electrical energy, Curiosity). Volume, mass and power constraints limit the 
type and volume of data that can be returned from these vehicles and their mobility. The 
larger rovers, such as Mars Exploration Rovers (MER) and Curiosity, were extremely 
expensive to build and operate [1, 2, 3, 4]. Curiosity costed billions of dollars, and its launch 
date was delayed for two years due to cost and design issues [1, 5]. Curiosity’s relatively 
large size allowed for the inclusion of many scientific experiments, but its bulk limited it to 
the exploration of just one specific Martian landing area [2]. Although the two robots of the 
MER mission were less expensive (~700 million), only two landing sites could be explored 
[2], owing to the limited manoeuvrability and autonomy of large rovers. The construction and 
deployment of smaller, cheaper rovers, would allow a larger number of vehicles to be built, 
consequently enabling the exploration of a greater area of the Martian surface, while being 
relatively unaffected by possible budget cuts to the missions [5]. These advantages prompt 
investigations into the design, construction and testing of small rovers for scientific research 
potential. We present in this paper our proposal to investigate what astrobiological/geological 
research objectives could be achieved by our minirover proposal, designed to fit onto an A4 
sheet of paper and named the A4 Rover (Fig. 1).    
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The A4 Rover is an extension of the Marsobot program which is intended to develop 
small scale rovers to investigate applications of robotic surface platforms in Planetary 
Science. Previous Marsobot rovers were taken to the Arkaroola region, a semi-arid site 
analogous to Mars, to undertake engineering field trials as part of the Arkaroola Mars Robot 
Challenge Expedition [6]. Two rovers were trialled in this environment against engineering 
criteria developed by the US National Institute of Standards and Technology (DHS-NIST-
ASTM for response robots [6, 7, 8]) during MSA’s Arkaroola Robot Challenge in July 2014. 
An additional rover was included in the New Zealand Spaceward Bound trip to the hot 
springs in Rotorua, New Zealand [9]. This rover tested a multispectral camera and non-
contact thermometer in identifying and characterising extreme forms of life within acid and 
alkaline hot spring areas thought to be analogous to early Mars environments [10]. In this 
present work we will describe the mechanical and electronic design of the A4 Rover, research 
collaboration and test objectives, including proposed testing sites in Australia and overseas.  

Background 
Recent advances in microtechnology and mobile robotics make it possible to build small 
autonomous or remotely controlled space vehicles that have the potential to save on payload 
weight, launch and landing costs for planetary missions. One successful example of mini-
rovers is the MUSES-CN Minirover proposed and developed in the late 1990’s for the JAXA 
Hayabusa Asteroid mission [9]. MUSES-CN was a lightweight but extremely mobile vehicle 
that opened new application frontiers [11]. The minirover was developed for a Japanese 
asteroid mission designed to rendezvous with the asteroid 1989ML [11]. Despite weighing 1 
kg and generate a maximum of 2.3 W of power, the minirover was able to carry a geology 
camera with a nine position filter wheel, an IR spectrometer, wheel encoders, and a laser 
rangefinding diode [11].  
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Fig. 1:  Artist’s impression of the proposed A4 minirover on the surface of Mars. 

A minirover 30 cm size long, such as what we propose for the A4 Rover (Fig. 2) 
could be carried as an alternate payload for a primary space mission, thus saving on costs and 
maximizing the mission scientific output. No vehicle of this class has ever been sent to Mars, 
and as such operation of a vehicle this size, as well as the distinctive science that can be 
gathered is largely unknown. The aim of this proposal is to outline a small, 2 kg class 
minirover built to explore sites of astrobiological significance on the surface of Mars. The 
physical architecture and proposed scientific instruments to be tested will now be discussed. 

 

Fig. 2: Schematics of the proposed A4 minirover. 

 

Physical Architecture 
The proposed physical architecture for the A4 rover is shown in simplified form in Fig. 2. A 
warm electronics box (WEB) will house the camera and spectrometer (1), support electronics 
(2), the suspension differential (3) and battery (4). The solar panel will be fitted on top of the 
WEB (5). The relative size and position of the bogie arms and wheels are also shown. Holes 
will be drilled into the bogie arms to save weight. This has been standard practice for the 
Sojourner, Spirit and Opportunity rovers. A block diagram of the proposed A4 Rover 
software architecture is shown in Fig. 3. The power subsystem is interfaced with a watchdog 
circuit in order to render the rover safe in case of undervoltage or microprocessor latchup. 
Mobility of the vehicle is controlled by user command via the communications link for the 
terrestrial version and semi-autonomously for the space qualified version. Wheel encoders, 
IMU and obstacle avoidance sensors all interact to achieve safe and productive rover 
mobility.  

The science sensors interact with the communications system via the microprocessor 
and may be tele-commanded, or controlled automatically in semi-autonomous operations. All 
data readings returned from the sensors will be transmitted to Earth via a primary payload or 
relay orbiter via the A4 Rover communication system. 
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Fig. 3: Proposed A4 Rover software architecture. 

 

Scientific Instruments 

The proposed instruments on board the A4 Rover are intended to yield useful data in diverse 
landing sites, such as at Gale Crater [12] or at more homogenous sites similar to the Viking 1 
landing site [13]. Four scientific instruments are proposed to be carried aboard the A4 rover. 
These include a filtered multispectral camera, a visible/NIR spectrometer, a non-contact 
thermal imaging system and a weather instrument. Multispectral cameras have been included 
in a variety of Mars missions, including Viking, Pathfinder, MER and Curiosity [12, 13, 14, 
15]. Filters for this camera will permit sensitivities in the visible and NIR bands in order to 
characterise mineralogy and possible biology of the rover’s study site (e.g., [16]). The prime 
focus for the camera will be set to 30 cm in order to enable macro style imagery to be 
collected from smaller materials, such as coarse grains of sand. Microscopic analysis has also 
been an established process for investigating existing or relict life forms [12, 17, 18] and 
provides a level of detail not available to mast-mounted imaging systems, such as those 
aboard MER [19]. Past microscopic imagers carried aboard FIDO, MER and Curiosity rovers 
were designed to simulate a geologist’s hand lens and were capable of resolutions of 
~30um/pixel [12, 19]. Data returned from these instruments have provided critical 
information on fine scale geology. We will take advantage of the A4 Rover’s close proximity 
to the ground to provide extreme close-up imagery of feature of interest. Similarly the 
spectrometer proposed will provide mineralogical context of features of interest. Spectra will 
be sampled by the rover driving up to a feature of interest and be transmitted to a ground 
station.  
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Non-Contact thermometer. 

Thermal imaging will enable characterisation of the local geology, providing ground truth for 
thermal inertia estimations of classes of regolith previously performed by TES and THEMIS 
[20, 21]. Different surface temperatures of different rocks and soils at the same time of day 
will yield useful information on the thermal properties and thus help inform thermal inertia 
mapping from orbit. We have used the Melexis MLX90614 Non-contact sensor in our New 
Zealand Marsobot field excursion [22]. The sensor is capable of sensing temperatures from -
70 to +380oC and has a field of view of 90 degrees [22]. We propose using a version of this 
sensor for undertaking calibrated thermal measurements of regolith during the Martian sol for 
research into Martian geological thermal inertia properties. 

Environment sensors 

Weather sensors have been carried on board previous Mars missions and have been useful in 
obtaining weather data (e.g., [22]). We propose to include a temperature and pressure sensor 
onboard the A4 rover. We trialed the use of the BMP085 temperature and pressure sensor 
[23] and DHT-22 temperature sensor [24] during robotic trials in Arkaroola in 2014 [6,7, 8].  
The weather station will enable sampling of local temperatures and pressures at the landing 
site. Additionally the weather station has the potential to provide calibration temperatures for 
the thermal imaging system. 

Camera 

Cameras carried on board previous mars missions have returned an abundance of information 
about the surface of the red Planet (eg. [13, 14, 25]). Filter wheels have been popular in 
enabling multispectral images to be taken at different wavelengths of light in order to assist in 
characterizing minerals of interest [14]. The MER Pancam used filters ranging from 400-
1100 nm to provide true colour images and also to assess the degree of crystallinity of iron 
bearing silicates as well as secondary weathered iron oxides prevalent on Mars [14]. The 
CCD camera aboard the A4 rover will provide context and environmental imagery of the A4 
Rover study site. Owing to the small size of the rover and limited power and thus bandwidth 
capability, a low resolution camera type is favoured. The CCD camera will be sensitive to 
wavelengths between 400-1000 nm and a series of filters will be used to allow imagery 
capture through bands that would facilitate mineralogical and biota detection. Such filters 
would include 450 nm near-UV, 625 nm red, 750, 850 and 1000 nm NIR, as well as using the 
camera’s bayer filter to provide additional red, green and blue channels. These filters 
correlate with those carried onboard MER Pancam [14], and will allow characterisation of 
iron oxide products described above. We are considering using a serial camera such as the 
Linksprite 2M camera [26]. This camera has the ability to interface with our chosen Arduino 
microprocessor, operate via serial commands and is able to take images up to two megapixel 
resolution [26]. Removal of the IR cut filter within this camera will enable it to be sensitive to 
NIR wavelengths. 
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Rover Power and Electronics 

Power 

Power for the rover is to be supplied by a pair of 3.7 V 5Ah Sony 18650 Li-ion cells. These 
commercially available cells are mature products, manufactured to high standards and have 
been routinely used in satellite applications [27]. These cells were also used in the Beagle 2 
lander that arrived at Mars in conjunction with the Mars Express mission in 2003 [27]. The 
bettery pack will be recharged through 6 watts of solar cells mounted on the rover top. A 
voltage regulator and watchdog circuit will deliver appropriate voltage to the battery array, 
prevent overcharging and preclude discharge back through the solar panel at night.  

Drive 

Mobility for the A4 robot will be provided by four Maxon RE16 motors with precious metal 
brushes combined with Maxon 157:1 planetary reduction gears. These motors were used in 
the 1996 Sojourner Rover that worked on Mars as part of the Mars Pathfinder mission. 
Additionally larger versions of the Maxon motors, the RE22, have been used in the Mars 
Exploration Rovers Spirit and Opportunity [28]. The A4 Rover is intended to last one 
Martian week and be able to drive up to 20 m radius from its deployment site. These 
objectives provide a balance between mission cost and the return of useful science. We note 
that the Sojourner rover exceeded its design time of one Martian week [29] and would use 
additional time the A4 Rover survives on the Marian surface for extended exploration. 

Suspension 

Suspension for the A4 rover will be achieved by two rocker bogie arms linked by differential 
within the rover body. Rocker bogies have so far successfully been used in a number of 
planetary rover missions, including Sojourner, Spirit and Opportunity [30]. Field 
performance of the Sojourner Rover revealed that the six wheeled, rocker bogie configuration 
proved to be greater than that required for the available terrain [30, 31]. This indicates a 
smaller rover would be less likely to require six wheels while still retaining a significant 
degree of mobility. Additionally the four wheeled rocker bogie system was employed in the 
skid-steered “Solar Rover” developed by malin Space Science Systems in 2005 [30]. The A4 
Rover will also be skid-steered, using differential drive to turn. This method of steering 
minimises the number of motors required to four vice the 11 motors carried in the Sojourner 
Rover [19], reducing weight and power requirements.  

Skid steering is a proven method of mobility, and was the preferred mobility method 
for the Soviet Lunakhod and Marsokhod rovers [32, 33]. We have also successfully trialled 
this form of locomotion in National Institute of Standards and Technology (NIST) testing in 
Arkaroola, South Australia, in 2014 [8]. Disadvantages to this system are its complexity and 
the space that the differential drive will occupy in the rover body. Additionally, motors will 
have to be housed in order to protect them from dust and dirt ingress.  
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Wheels 

Additionally wheel traction and design is one of the major considerations influencing the 
design of planetary rovers. Wheel traction is generally dependent on vehicle type and loading 
conditions, surface properties and the shape of the terrain [34, 35, 36]. The 13 cm diameter 7 
cm wide wheels of the Sojourner Mars rover, with dimensions comparable to the A4 Rover, 
were machined from a single piece of aluminium possessing metal spikes for greater grip 
[37]. Loading on each of these wheels was approximately 2.5 kg, and enabled Sojourner to 
travel 104 m on the Martian surface, and negotiate rocks, sand and dust found at the Ares 
Vallis landing site [31, 38]. Additionally encoders in Sojourner were used to measure actual 
wheel traverse with revolutions undertaken by the rover motors to estimate wheel slippage 
and infer composition of the terrain [29, 31, 38].   

We propose to machine our rover wheels from aluminium with cleated tread. Wheels 
of this type have been used on all of the flown Mars rovers, including Sojourner, MER and 
Curiosity [38]. Width and diameters for the A4 Rover wheels will be 5 cm and 8 cm 
respectively, comparable to the 13 cm diameter 7 cm wide wheels of the Sojourner Mars 
rover [31, 32, 37, 38]. These dimensions will accommodate most of the motor inside the 
wheel hub, as well as provide greater traction and hence mobility. We also aim to use 
encoders to assist in rover navigation but also infer surface traction via wheel slippage 
estimate wheel slippage and infer composition of the terrain [29, 31, 32].   

Command and Control 

The terrestrial version of the A4 Rover is intended to be teleoperated in order to make use of 
limited field times in India. Additionally teleoperation will maximise science and mobility 
data return by allowing real-time testing of the rover. Control for the rover is intended to be 
via a serial modem interface that will transmit commands between the rover and a ground 
station. A simple command line interface will facilitate mobility and science instrument 
operations commands. Serial telemetary modems used for UAVs have been successfully 
trialled in our ground robotic testing at Arkaroola out to a range of at least 200 m [6, 7, 8]. 
Additionally 2.4 Ghz remote control has proven to be very robust with similar ranges. These 
ranges are also comparable with a communications scenario between the A4 rover and a 
primary lander mission, allowing for operation within the 20 m radius as proposed above. We 
propose that science data be operated via a serial link while direct rover mobility will be 
controlled via a 2.4Ghz R/C control system. 
 We have considered autonomous operations for the design of the A4 rover, 
considered necessary for operation on Mars where signal trip times vary between 4–20 
minutes [39, 40]. Traditional navigation aids such as GPS or compass are useless on Mars 
and other methods have included use of inertia measurements, obstacle avoidance sensors 
and wheel odometers to track distance [41]. Simultaneous Localisation and Mapping (SLAM) 
is considered the most effective means of autonomous navigation [41, 42, 43], using a 
combination of odometry, obstacle avoidance sensors, inertial navigation units, as well as 
camera imagery. We aim to use three Sharp IR sensors to provide awareness of obstacles in 
front of the robot, while wheel encoders on the two rear wheels will be used to measure 
distance travelled. An IMU, such as the MPU-6050 [43] will be used to measure turn and 
acceleration, providing additional information on determining the rover’s location and 
movements. We will also trial Structure from Motion (SfM) from the A4 rover camera, to 
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determine the effectiveness of generating 3D elevation models that could be used for obstacle 
avoidance [41]. 
 
Processor 

The Arduino series of microcontrollers host open source architecture, easy to use 
programming in C++ and an abundance of online documentation. Additionally Arduinos 
consume low amounts of power, have been used in robotics, and have flown in space as part 
of the Ardusat project. The Arduino would interface with our proposed camera and 
spectrometer, and motor controller system. A disadvantage of these types of microcontrollers 
is the limited memory available for programming and data storage (~32k), requiring science 
data to be transmitted to a ground station rather than stored. The use of an Arduino Mega 
would allow for greater memory storage (64k+), and external memory storage options, such 
as the use of an SD card are possible with the Arduino. This could be used for storing science 
data that can be retrieved at a later time. We aim to use an SD card along with an Arduino 
Mega to for vehicle control, where imagery and scientific date are stored. The data is then 
read off the card via the Arduino and transmitted via serial modem to a ground station. Our 
NIST trials of these modems have shown a range of ~200 m line of site [8]. Initial trials of 
this method performed at the beginning of 2016 have also proved successful and data logging 
will also be useful for the engineering test criteria outlined in Table 1. 

Proposed A4 minirover research team 
This technology development and capability demonstration project is based upon possible 
astrobiological/geological research objectives for Mars surface studies. Jonathan Clarke 
(Mars Society Australia) will formulate the investigation scientific objectives. David Willson 
(NASA Ames) will assist with the space qualified component selection, while Steve Hobbs 
and Siddharth Pandey shall design and build the rover and carry out the testing at designated 
outcrop locations chosen on the basis of the scientific objectives. Continued testing will also 
be conducted during the NASA Spaceward Bound program due to commence in Arkaroola in 
July 2016 and India in August 2016.   

Rover Deployment Considerations 

The A4 rover will be designed around CubeSat-like features. The popularity of CubeSats is 
largely owed to independent operations [44], and the utilisation of spring loaded boxes (Poly 
Picosatellite Orbital Deployers, or P-PODs), which keep the CubeSats quarantined from the 
main payload before flinging them into space. CubeSats can thus be launched from any 
rocket with thrust to spare. The A4 rover will conceptually be designed to be deployed from 
the carrier lander without interaction with the carrier, or intervention from mission control.  It 
must be fail safe, so that even if the rover fails to deploy or deploys incorrectly it will have no 
impact on carrier operations. Designing the deployment system will not be possible until the 
specifications of the carrier are known. The mass of the deployment system must be included 
in the impact of the A4 project on a primary payload carrier system, which will have tighter 
mass constraints than a CubeSat launcher [45]. CubeSats have been designed to operate 
independently of the carrier, even at Mars distances [46] for space missions. This may be 
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possible for the A4 Rover, and is a topic for future research. If we are unable to design a cost-
effective system that could communicate direct with Earth, then a shorter range 
communication system (as with Sojourner, see [21]) link to a primary payload or relay 
satellite may be necessary. Data and command transmissions would then be batched as a low 
priority so as not to interfere with the primary payload’s other operations. As the A4 rover is 
low power we propose to trial proven low power 2.4 GHz serial modem technology with the 
ability to communicate over extended line of sight distances to a simulated relay station.  

Planetary protection 

As shown in Table 1 the A4 rover and its deployment mechanism will be a category IV 
mission for planetary protection purposes.  

Table 1.  The place of the A4 rover within established COSPAR planetary projection 
categories [21, 47]. 

Planetary Targets/Locations 
Mission 

Type 
Mission 

Category 
Comment 

Undifferentiated, metamorphosed asteroids; Io. 
Flyby, Orbiter, 

Lander 
I N/A 

Venus; Earth’s Moon; Comets; non-Category I Asteroids; 
Jupiter; other Jovian Satellites (except Europa); Saturn; 
Saturnian Satellites (except Titan and Enceladus); Uranus; 
Uranian Satellites; Neptune; Neptunian Satellites (except 
Triton); Kuiper-Belt Objects (< 1/2 the size of Pluto) 

Flyby, Orbiter, 
Lander 

II N/A 

Icy satellites, where there is a remote potential for 
contamination of the liquid-water environments, such as 
Ganymede (Jupiter); Titan (Saturn); Triton, Pluto and Charon 
(Neptune) 

Flyby, Orbiter, 
Lander 

II* N/A 

Mars; Europa; Enceladus. Flyby, Orbiter III N/A 

Lander systems not carrying instruments for the 
investigations of extant Mars Life. 

Lander, Probe IVa A4 rover 

Lander systems designed to investigate extant Martian Life. Lander, Probe IVb N/A 

Missions investigating Martian Special Regions, even if they 
do not include life detection experiments. Martian Special 
Regions include those within which terrestrial organisms are 
likely to replicate and those potentially harboring extant 
Martian Life. 

Lander, Probe IVc N/A 

Venus; Moon 
unrestricted Earth-

Return 
V (unrestricted) N/A 

Mars; Europa; Enceladus;  
restricted Earth-

Return 
V (restricted) N/A 
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Astrobiological and Astrogeological Science Objectives 

The A4 rover is intended to test and characterise mobility and collection of science data for a 
minirover class vehicle in three Mars analogue environments in Australia and India. The A4 
rover will trial a skid-steer, rocker bogie suspension system on environments expected to be 
observed on Mars such as ice-rich sediment, sands and loose stones. Results from these 
experiments will provide valuable data for rovers in this class. These results will be used to 
refine mobility and locomotion designs for the A4 Rover and contribute to the design of a 
space qualified rover.  

Terrestrial site selection 

The sites for A4 testing are listed below, individually. 
 
The Arkaroola quarry site (Fig. 3A) was extensively used during the Arkaroola Mars rover 
challenge expedition in 2014 [7] to test different rovers. There are a wide range of surfaces 
and materials present, including re-sedimented fined-grained soil on the quarry floor, steep 
regolith slopes, steep slopes of loose quarried regolith, and rough to-very rough rocky 
outcrops of shallowly dipping siltstones with large iron oxide concretions (Fig. 3B).  At this 
site the A4 can be tested for: trafficability on flat surfaces, steep and rocky slopes; imagery, 
and spectroscopy of surfaces and specific outcrops (both shallowly dipping slates with large 
concretions).  
 
The outcrops near the MDRS habitat in Utah (Fig. 3C) show a wide range of surfaces, 
including fine grained and pebble covered flat surfaces, low angle slows and rocky outcrops 
of sandstone, siltstone, and shale. These later show a wide range of trace fossils and 
sedimentary structures including ripples, burrows and root impression.  Potential tests at this 
side include: trafficability on flat surfaces, steep and rocky slopes; imagery, and spectroscopy 
of surfaces and specific outcrops.  
 
Preliminary qualitative studies of Ladakh indicate many different environments suitable for 
testing the A4 rover. These include sand dunes, alluvium, permafrost, and steep, rocky 
surfaces, to be available within a short time frame during the planned Spaceward Bound 
expedition to the area in July 2016. 
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Fig. 4: (A) Slopes and spoil heaps in Arkaroola quarry, test rover for scale. (B) Outcropping 
siltstones and iron oxide concretions in gully on quarry side. Nicky Wheaton for scale. (C) 
View across the low rise of the MDRS site back towards the hab. Vehicles are parked on an 
outcrop during a drilling test. 

 

Research Test Criteria  
We chose a series of research test criteria (Table 2) related to our standardised engineering 
trials performed at Arkaroola [6, 7, 8]. These criteria are designed to ground-test the 
performance of the A4 rover under outdoor terrain conditions reasonably representative of 
those on Mars [29, 48]. Results from these tests will be analyzed and presented in future 
research. The vacuum test, vacuum freeze test and dust tolerance test are designed to more 
closely simulate the arid, near-vacuum, dusty conditions found on Mars [40]. As they carry 
greater risk to the vehicle they are planned to be conducted following completion of the 
previous tests.  
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Table 2. Research test criteria.  

Test Type Primary criteria/performance 
indicator 

Secondary citeria 

Range test Complete 30 m traverse from starting point 
(Complete/not complete) 

Sandy, rocky, loose pebbles 

Endurance test Complete 30 m traverse from starting point 
(Complete/not complete) 

Monitor energy consumption, CPU resets. 

Mobility test Drive rover successfully over diverse terrain 
(Successful traverse/slippage/bogging) 

Test trafficability on slopes, sandy, rocky and 
loose pebble surface.  

Scientific data return Acquire data from full payload for each test 
site 
(Qualitative and quantitative assessment of 
data) 

Camera: image sample, spectrometer, take 
reading, thermometer, sample temperature. 

Scientific data return II Characterise immediate environment using 
rover full payload 
(Complete/human interaction required)/ 

Sample min 20 m2 of target area using full sensor 
suite. 

Vacuum test Operate rover successfully within 7 mbar 
atmospheric environment for 1 hour 
(Complete/not complete) 

Monitor controller, scientific instruments and 
motor performance.  

Vacuum/freeze test Operate rover successfully within refrigerated 
(-20oc),  7 mbar atmospheric environment for 
1 hour 
(Complete/not complete) 

Monitor batteries, controller, scientific 
instruments and motor performance. 

Dust tolerance test Operate rover in sealed environment 
contaminated with iron oxide dust for 1 hour 
(Complete/not complete) 

Characterize wear on moving parts, as well as 
degradation of electronics. 

Conclusion 
The A4 Rover project is designed to develop and field test a 2 kg minirover in Mars-like 
conditions in order to develop a space qualified vehiclefor planetary science. In order to 
remain flexible, the A4 Rover will be developed to be carried as a secondary payload to a 
larger primary mission, either in a similar manner to that of Cubesats or a more integrated 
approach. while also able to operate as a primary payload with communication assistance 
from an external relay system. The A4 rover is intended to test and characterise mobility and 
collection of science data for a minirover class vehicle in three Mars analogue environments 
in Australia and India. Results from these experiments will provide valuable data for rovers 
in this class. These data will be used to refine mobility and locomotion designs for the A4 
Rover and contribute to the design of a space qualified rover. Additionally environmental, 
spectroscopy and imaging science sensors will be trialled in analogous environments in order 
to obtain data from environments that may be useful in an astrobiological context.  
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Summary:  Similarities of Martian gullies to terrestrial counterparts, and their superposition 
on young features, have been interpreted as evidence that liquid water has acted as an erosive 
process in Mars’ recent past. We used a GIS to examine and analyse multiple datasets to study 
gullies in Noachis Terra. Previous comparison to terrestrial gullies indicated that although 
liquid water had a major influence in gully erosion, other significant processes were also 
instrumental in their evolution. Here we present the results of our ongoing research of 
Noachis Terra gullies, aimed at quantifying the extent and chronology of different processes 
operating on these features. We found evidence for wet-based processes subsequently 
modified by non-fluvial processes. Erosion at many studied sites appeared to be periodic and 
varied with magnitude. Our study indicates that global assumptions may not work at the local 
scale and that local environmental conditions must be taken into account before any 
meaningful analysis of gullies can be carried out. 
 
 
Keywords:  Mars, fluvial, gully, erosion, Noachis Terra. 
 
 

Introduction 
 
The discovery of young features on Mars resembling terrestrial, water carved, hillside gullies 
carries profound implications on the presence of liquid water in recent times [1]. Since their 
discovery, many hypotheses for Martian gully formation and evolution have been proposed. 
These have included non-fluvial processes such as dry mass wasting [2], pressurised CO2 
based flows [3, 4, 5] or frosted granular flow [6]. Fluvial hypotheses were aquifer-based 
groundwater seepage [1], geothermal heating [7], melting of snowpacks [8, 9], near-surface 
ground ice [10], or degradation of ice-rich material, such as the Latitude Dependent Mantle 
(LDM) [11, 12, 13]. 
 Recent work [5, 14] on contemporary gully activity in conditions that appeared 
unfeasible for liquid water erosion in current Martian climatic conditions, indicated a CO2 
frost-based mechanism for gully erosion, with CO2 frost thought to have lowered the angle of 
repose for gully slopes. This would enable mass flow and subsequent erosion at slope angles 
below the angles required for dry mass wasting, which had previously been cited as evidence 
for liquid water [15]. Observations of seasonal accumulation of CO2 frost in favourable 
temperature ranges also seemed to support this hypothesis [5, 14], negating the need to invoke 
fluvial mechanisms for gully erosion. There is however a growing body of evidence 
indicating liquid water exists on Mars today [16, 17]. Moreover Martian gully morphology, 
such as V-shaped channels [11], incision depths of tens of metres [18], concave long profiles 
[19, 20] and sinuosity [21] are consistent with formation through fluvial processes [11, 13, 15, 
19, 20, 22, 23 and 24]. Additionally, temperature and obliquity modelling indicate historic 
planetary obliquity excursions allowed for deposition of ice-rich material in regions 
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equatorward of the poles, such as the mid-latitudes, where gullies are found [9, 10, 11, 12]. 
Subsequent melting of this ice rich material in the Martian mid-latitudes would have provided 
favourable conditions for liquid water erosion that may no longer operate during lower 
obliquity periods, such as present day Mars [9, 10, 11, 12, 13, 25]. This raises the possibility 
of multiple processes operating on Martian gullies in different periods of time. In this work 
we explore the possibility of multiple processes by investigating small-scale changes on a 
Noachis Terra gully site using high resolution HiRISE imagery and a digital elevation model 
(DEM). 

Our study area (hereafter termed “the primary site”) is a ~13 km diameter fresh 
looking crater centred at 40° 21’ 20” S and 20° 05’ 30” E, in the Martian southern hemisphere 
(Fig. 1A). Gullies are located on the pole facing rim of the crater (Fig. 1B). We previously 
investigated four of these gullies and compared them with terrestrial analogues on the 
escarpment of Lake George, New South Wales [26]. Additionally, we placed our findings in a 
wider context by conducting analysis on semi-arid and sub-humid gullies in Island Lagoon, 
South Australia and Pasture Hill, New Zealand, respectively [18]. Our previous results 
showed that the equator-facing rim of this crater possesses features we assessed to have been 
formed by flows of volatile poor material, and we classified these as dry ravines due to their 
similar morphology to terrestrial dry talus flows. We conducted slope and hydrologic analysis 
on the gullies at this crater, using Manning and Darcy-Weisbach equations in order to infer 
flow velocities and discharge rates, and compared them with a similar analysis performed at 
semi-arid and temperate gully settings [27]. We found that our studied Martian gullies shared 
similar characteristics to terrestrial gullies and concluded that their sinuous, V-shaped 
channels and smooth, concave-up profiles indicate that water was the primary erosive agent. 
However, we also found evidence of additional different types of erosive processes. We thus 
concluded [18, 22-23] that: 

• Our Martian gullies were consistently located in or near ice related features; 

• Gully morphology appears dependent on presence and thickness of erodable 
slope material – an observation supported by the fact that none of our gully 
channels had eroded to bedrock; 

• Although liquid water appeared as the dominant erosive agent, we found also 
evidence of other types of erosive processes; 

• The Martian gullies we studied may have evolved and been eroded via 
complex interaction of multiple water, ice and dry processes as separate 
episodes over time; 

• Gully slopes on Mars and Earth appeared inherited to some degree from the 
host environment. This may have implications for dry/water based slope angle 
inferences (e.g., angle of repose, static vs. kinetic friction) 

• Gully shape appears dependent on the local geology, climate and environment, 
requiring gully models and inferences to be placed in the context of the 
environment of the study site. 

In this work we build from our earlier findings, and attempt to further characterise the types of 
erosive processes that have acted on the primary site. We also refine the chronological 
sequence of these processes.  
 

 
Methods 
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We used the orthorectified HiRISE imagery and digital elevation model (DEM) from [26] to 
analyse 24 gullies on the pole-facing wall of the primary site. The 1 m resolution DEM was 
derived from a HiRISE stereo pair (ESP_011817_1395 and ESP_011672_1395) created using 
NASA Ames Stereo Pipeline [28, 29] using the NASA Ames Stereo Pipeline (ASP) method 
by [30]. The ASP methodology uses automated geodesy and stereogrammetry tools requiring 
limited human input to generate high quality 3D surface models useful for scientific research 
[30]. We validated our ASP-created DEM for accuracy by comparing spot heights between 
the HiRISE DEM and a ready-made areoid-referenced HRSC DEM (H2639_0000_DA4). 
Although height measurements from the DEMs were comparable within the limits of the 
resolution provided by the HRSC DEM, shadowed regions of the HiRISE DEM produced 
frequency noise and spurious artefacts. These were mitigated by applying a 3 X 3 low pass 
filter to reduce frequency noise [22], and by avoiding artefact prone regions of the DEM 
produced from the HiRISE stereo pair. Surficial analysis of the gullies was conducted using a 
HiRISE image at a resolution of 50 cm/pixel, orthorectified from our HiRISE DEM.   

The appearance of polygonal imprinting of Martian terrains has been interpreted to 
infer the presence of ice-rich material in Martian mid-latitude areas [11, 12, 13, 28, 29]. 
Observations of similar polygonal terrain within terrestrial cold-based environments has been 
used to support this hypothesis [13, 28], with much of the ice-rich material existing on Mars 
as “latitude dependent mantle” (LDM) [13, 30]. In our analysis we use the presence and 
degradation of polygonal terrain coexisting with features diagnostic of dry mass wasting (spur 
and gully morphology, homogenous talus flows, 31, 32), previously observed at our study 
site, to determine the chronology of erosion. We also infer the type of erosive processes acting 
on the gullies at the primary site by classifying our gully channels and depositional aprons 
according to the criteria listed in Table 1 (illustrated in Fig. 2 and 3).  
 

Table 1: Classification of gullies at the primary site. 

 

Type 1-3 channels are defined by the main gully channel incised within the crater wall, with 
the degree of polygonal imprinting used to separate the channel type (Fig. 2A-B). Type 4 
channels are classified based on features contained within a Type 1-3 channel, with no 
polygonal imprinting (Fig. 2C). Fig. 2D-F shows a transitional Type-2 channel exhibiting 
partially collapsed polygons in its upper portions (Type 2), and lack of these features 
downslope (Type 3). 

We were able to identify three distinct types of depositional aprons at our study site, 
classified as Type A-C. Type A aprons are the most heavily degraded, entirely imprinted with 

Feature Type 
 

Definition 
 

Example: 

Channel 1  Channel embedded within crater wall; imprinted with polygons Fig. 2A 

Channel 2 Channel embedded within crater wall; polygons partially collapsed Fig. 2A 

Channel 3  Channel embedded within crater wall; little or no polygon imprinting Fig. 2B 

Channel 4  Superposed channel; little or no polygon imprinting  Fig. 2C 

Apron A  Degraded depositional apron imprinted with polygons (inactive, wet-
based origin) 

Fig. 3B, C 

Apron B  Depositional apron displaying small scale channelling or braiding (likely 
wet-based) 

Fig. 3A, B 

Apron C  Homogenous depositional apron with no polygonal imprinting, 
channelling or braiding (likely dry-based flow) 

Fig. 3A, B 
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polygons (Fig. 3B, C). Type B aprons are fresher (Fig. 3A, B), and exhibit some form of small 
scale channel incision or braiding that may indicate fluvial processes [1, 23]. Type C aprons 
showed the simplest morphology, with no polygonal overprinting, incision or braiding (Fig. 
3A, B).  

 
 

Fig 1. (A) Overview of gully study site in Noachis Terra. (B) View of 24 studied pole-facing 
gullies (numbered). Extents of Figs. 2,3 and 5 are shown as rectangular frames. 

 
 

Results and Interpretation 
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Fig 2. Classification of gully channels. (A) Type 1 (dashed blue). Type 2 (dashed green). Type 
3 (dashed red). (B) Close-up view of channel of Type 3. (C) Type 4 channel superposed within 

the larger Type 1 channel of gully 9. (D) View of a ~15 m wide channel with diverse 
morphology. Extents of parts E and F are shown as rectangular frames. (E) Upper portion of 
the channel shown in part D with yellow arrows highlighting polygonal imprinting (Type 2). 

(F) Lower portion of the channel shown in part D highlighted by a yellow arrow and showing 
an absence of polygons. 

 
Figs. 4-5 show the results of our gully channel and apron classification. Our observations 
suggest gully evolution through multiple erosive episodes. The main gully channels were 
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predominantly Type 1 or Type 2; we were only able to identify one Type 3 channel, located 
east of Gully 5 (Fig. 2A-B). There are more (14) Type 1 gullies than Type 2 gullies (10) and 
we were unable to identify a trend in Type 1-2 channels with regards to gully orientation. We 
identified eight Type A aprons at our study site. These aprons extended further downslope 
than the Type B and C aprons and resided on slopes ranging from 6-21o, below the angle of 
kinetic friction [15]. The Type A apron below Gully 1 was the only feature that directly 
deposited below a gully channel (Fig. 4). The remaining Type A aprons were superposed by 
Type B and/or Type C aprons. The degradation, polygonal overprinting (Fig. 3B, detail Fig. 
3C) and superposition of Type A aprons by fresher deposits indicate these represent an early 
period of gully evolution. The size and extent of these aprons suggest the gully erosion 
required to form them may have been more extensive than subsequent episodes of gully 
erosion. Episodic erosion is also supported by the presence and superposition of Type B and 
C aprons. Type C aprons appeared to represent the most recent episode of gully erosion as 
suggested by their superposition on other gully apron types (Fig. 6A). In most cases Type C 
aprons are associated with the small, superposed Type 4 channels with little polygonal 
overprinting (Gully 3, 9, 11, 23 and 24, Figs. 4-5A, B, Fig. 6A) though we found additional 
Type-C aprons associated with Type 1 (Gully 4 and 14, Fig. 4A) or Type 2 channels (Gullies 
2, 18, Fig. 4A and 19, Fig. 4B). We also note the presence of Type B aprons associated with 
Type 4 channels (Gully 10 and 11, Fig. 4A-B) as well as Type C aprons at the base of Type B 
aprons (Gullies 6 and 10, Fig. 4A-B, 17 and 21, Fig. 5A-B). Additionally, Gullies 22-23 (Fig. 
3A) and 18-19 (Fig. 5B), possess adjacent type B and C aprons.  

Detailed analysis of two Type 4 channels within Gully 3 show an additional Type C 
apron (lower red arrow, Fig. 6B) associated with a ~30 m long scale mass wasting feature 
(upper left red arrow Fig. 5B) below a Type C apron at the base of the channels. This feature 
suggests erosion at tens of metres scale has taken place at our study site. Type B aprons were 
found throughout the study site. These aprons are predominantly associated with gully 
channel types 1-3 (Fig. 4-5A, B), though were also located at the base of five Type 4 channels 
(Gullies 5, 13, 15, 18 and 22). Of these, Gully 18 also possesses a Type C apron adjacent to 
the Type B apron (Fig. 3A, 6A).  

Fig. 6 C-F shows tens of metres scale features found at our study site. Fig. 6C shows a 
~20 m wide patch of polygonal terrain within Type 2 Gully 2. This patch represents a relict 
polygonal surface that likely formerly covered the entire gully channel and is currently being 
removed through subsequent mass wasting processes. Slope angles for the channel wall in this 
area (25-32o) approach those we previously postulated to support dry mass wasting [27]. High 
slope values (30-35o) may also explain the region of collapsed channel wall within Type 2 
Gully 17 (Fig. 6D). Polygonal terrain is more extensive here than at Gully 2, suggesting mass 
wasting rates for this gully may have been lower. We identified a ~20 m wide gully located 
within rocky material above the heads of Gullies 7 and 8 (Fig. 6E). 
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Fig 3. Classified gully aprons at our study site. (A) Type A (dashed blue apron with braiding 
marked by a white arrow), Type B (dashed red) (B) Type A, B, and C (dashed green) aprons 

located near Gullies 1-3. 
 
The morphology of this feature changes from a 50 m long alcove (White arrow) to ~ 3 

m wide channels (black arrow). This change in morphology coincides with a change in texture 
of the underlying regolith. We observed a dependence of gully morphology on underlying 
regolith in our previous research [18, 26] and such morphological changes have also been 
observed elsewhere on Mars [24]. 
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Fig 4. Classified gully channels and aprons at our study site. (A) Detailed view of Gullies 1-

16. (B) Classification for Gullies 1-16. 



Proceedings from 15th Australian Space Research Conference, 2015      Page 153

 
 
Fig 5. (A) Detailed view of Gullies 17-24. (B) Classification of Gullies 17-24. 
 



Page 154  Proceedings from 15th Australian Space Research Conference, 2015

 
Fig 6. Sub-100 m-scale features at our study site. (A) Superposition of Type C apron over 
older material (red arrow) from a Type 4 channel in Gully 9. Black arrows denote the 
braiding within a nearby Type B apron. (B) Detail of Type 4 channels within Gully 3. Upper 
right red arrow marks the location of a Type C apron at the base of these channels. An 
additional Type C apron resides downslope (lower red arrow) below a ~10 m wide mass 
wasting feature (upper left red arrow). (C) A ~20 m wide patch of polygonal terrain within 
Type 2 Gully 2. (D) Collapsed channel wall within Type 2 Gully 17. (E) A 50 m long gully 
alcove residing within rocky material. The morphology of this feature changes from a 50 m 
long alcove (white arrow) to ~ 3 m wide channels (black arrow). (F) Cross drainage feature 
(white arrows) at the heads of Gullies 3 and 4. 
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We suggest the morphology of this gully has been affected by changes in underlying material. 
We also noted the sinuous channels of this gully drain into the alcove of Gully 7 (Fig. 1B), 
suggesting fluvial erosion with liquid water as a major component, as opposed to CO2 frost or 
dry mass wasting origin. Additional evidence for fluvial activity was observed at the heads of 
Gullies 3 and 4 (Fig. 6F). A cross drainage feature (white arrows) was identified at the heads 
of these gullies and appeared to track directly beneath a rocky layer and feed into the channels 
of Gullies 3 and 4. It is likely liquid water has followed a local topographic low in this area 
that has facilitated cross drainage into two gullies.  

It has been suggested that initial slope collapse over debris-covered ice at our primary 
site would lead to exposure and subsequent melting [29]. This would provide a feedback loop, 
exposing more ice that would melt and lead to further slope failure until the store of volatiles 
was exhausted. The conclusion of this process was postulated to leave lag-deposits behind, as 
well as deposit material at the channel base [29]. Although plausible in some cases, we found 
this hypothesis fails to account for the sub-metre drainage channels within our classified Type 
B aprons (Fig. 3A), the presence of a small gully we observed embedded within rocky 
material above our studied gullies (Fig. 6E), and the cross drainage occurring above Gullies 3 
and 4 (Fig. 6F). These features instead suggest that meltwater may have also originated from 
this rocky layer. We also note that our studied gullies originate from below this unit, further 
suggesting a relationship between the rocky layer and the gullies. Our observations of 
differing morphology between gully channels, such as smooth walled Type 4 channels 
embedded within overprinted Type 1 channels (Figs. 4-5A, B) suggest a more complex 
regime of erosion at our study site.  

 Our analysis of the relationship between polygonal terrain and the morphology of our 
gullies revealed trends in gully erosion at our study site. Type 1 and 2 channels were 
embedded within the crater wall and we infer these to be predominantly water-based. This is 
due to evidence of polygon imprinting as well as V-shaped morphology, and presence of 
smaller sub-channels draining onto many of the gully heads. We suggest Type 1 and to a 
lesser extent, Type 2 valleys to have formed during a period of high obliquity of the planetary 
rotation axis. Degradation of ice-rich material in this environment would have provided liquid 
water for gully erosion, as postulated by previous research [9, 10, 11, 12, 13, 25]. Observed 
evidence for superposition of aprons at the base of the Type 1 and 2 channels indicate that 
they were carved by multiple erosive episodes occurring over a period of time. We also 
suggested multiple erosive events is in our previous hydrological analysis of this site [27]. We 
note that the Type A aprons extended further downslope than any of the identified Type B or 
Type C aprons, possibly suggesting greater erosive power that has facilitated a larger amount 
of deposition. 

 We noted the presence of Type 4 channels and subsequent depositional aprons 
superposing Type 2 channels (illustrated in Fig. 6A). The Type 4 channels were typically 
associated with Type C aprons, suggesting that these channels may be associated with, or 
modified by, dry mass wasting processes. It is possible the fluvial processes, possibly as 
suggested by [32] gave way to mass wasting of lag deposits once the supply of volatiles was 
exhausted. We considered whether post-fluvial CO2 activity may have operated on these 
channels. The lack of polygonal imprinting and homogenous Type-C aprons is similar in 
appearance to dry mass wasting deposits [31], although it is also possible these aprons may 
have been formed by deposition of lag material as suggested by [29]. This also may account 
for Type C aprons depositing at the base of gully channels thought to be carved by liquid 
water (Type 1 Gullies 3 and 13, Fig. 4A, B). Thus Type C aprons may be consistent with 
fluvial erosion of ice-rich material that left behind lag deposits. During our investigation of 
the terrestrial gully sites [18, 26, 27], we observed evidence of subsequent channel 
modification that occurred after their formation by liquid water [18, 22]. We also observed 
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abundant evidence of complex erosion involving more than one process, such as frost 
shattering and dry mass wasting [18, 22]. Consistent with recent literature [19, 29, 33, 34], our 
study suggests that Martian gully formation is not necessarily restricted to just one process. 

 
Conclusion 

 
We analysed 24 gullies on the northern wall of a fresh looking crater in Noachis Terra. Our 
analysis involved classifying the channels and depositional aprons with features diagnostic of 
the past presence of liquid water, such as presence and degradation of polygonal terrain or 
braiding within depositional aprons, and existence of features diagnostic of dry mass wasting 
(spur and gully morphology, homogenous talus flows).  We found a diverse morphology at 
our study site, and evidence for multiple episodes of gully activity. Early rates of gully 
activity were likely to be higher than subsequent events, but we were unable to conclusively 
identify a transition from “wet-based” erosion to dry mass wasting. We suggest that gullies at 
our study site have evolved through a complex interaction of a number of water, ice or dry 
processes. 
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Summary:  Understanding the constraints of field work while in a space suit is critical when 
considering crewed exploration on the surface of the Moon, Mars and other accessible Solar System 
bodies.  Mars Society Australia studied the effect of simulated space suits on field work during the 
Arkaroola Mars Robot Challenge Expedition in 2014.  A simulated EVA suit from the Victorian 
Space Science Education Centre was used.  The study attempted to assess the validity of predictions 
made from earlier trials in the Pilbara region with a different suit.  The trial showed, as predicted, that 
the performance of geologists was greater than non-geologists, as determined by accuracy of 
observations.  However we also observed, contra predictions, the analogue EVA suit did not 
degrade observational performance, but enhanced it. Further trials are recommended to test these 
observations. Perhaps most importantly, the experiment confirmed that suited geologists and 
appropriately briefed non-geologists would have no difficulty in correctly identifying stromatolite-like 
features on Mars. 
 
Keywords:  Mars analogue research, EVA suits, geology, astrobiology, human factors research, 
stromatolites, Arkaroola. 
 
 

Introduction 
 
Detailed, complex, and sophisticated field science investigations will be a key part of future crewed 
missions to the Moon and Mars (Refs. 1, 2, 3). Quantifying the capabilities of scientists and non-
scientists to do such investigations while wearing EVA suits is important for designing mission goals, 
setting expectations, refining suit and field tools or instrument design, and mission architecture.   
 
A prior example of this was the development of procedures, systems, and technology for Apollo 
EVAs on the Moon.  These were based on extensive trials of varying levels of fidelity at many sites 
including Hawaii, New Mexico, and Arizona (Ref. 4).  Trials included full and partial simulations with 
actual and simulated EVA suits or parts of suits (e.g. gloves, backpacks, helmets, etc.)  As a result 
of these trials the need for suit cooling was indentified, along with the need for specialised tools to 
overcome postural limitations of the gas-pressure suits and the safety of using standard geological 
tools such as rock hammers while wearing EVA helmets. 
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This paper describes a small, low-cost trial that examines one particular aspect of the performance of 
science tasks, the recognition of stromatolites by geologists and non-geologists under analogue EVA 
conditions and the suitability of one analogue EVA suit to such studies.  It builds on previous 
research (Ref. 5) and is intended to more complex and sophisticated studies at a later date. 
 
 

Aim 
 
The aim of the trial was to assess the suitability of the Victorian Space Science Education Centre 
(VSSEC) analogue EVA suits to test the ability of geologists and non-geologists to recognise specific 
scientific features.  Stromatolite outcrops were chosen as typifying a class of readily recognised 
feature of great scientific interest if found on Mars, that occurred in the field area, and had been used 
for other trials (e.g. Ref. 5). 
 
This was done by testing a set of pre-trial predictions, based on experience given by Ref. 5) which 
were: 
 
1) Useful field science and operational research can be performed while wearing analogue EVA 
suits. 
 
2) The suits measurably reduce observational abilities compared to an unsuited baseline (termed 
“ground truth” in Ref. 5). 
 
3) (a) That geologists would make fewer observations than non-geologists but  

(b) would out-perform them in the accuracy of their observations; and  
 
4) The performance of geologists would be less impeded than that of non-geologists. 
 
Of these predictions, 1), 2), 3(b), and 4), consistent with common sense expectations of the 
limitations of working in an EVA suit. Prediction 3(b) however, is not, as we would have expected 
geologists to make more observations.  This unexpected result may be due to the greater degree of 
metal processing by the experienced and trained observer resulting in greater caution before voicing 
their observations as a statement. 
 
For this experiment we note that, while the VSSEC suits overall are a poor gas-suit analogue 
(although better as a mechanical counter-pressure suit analogue, e.g. Ref. 6, the study was an 
observation trial, and therefore the helmet is most significant in contributing to the success or 
otherwise of tasks performed in the suit. The helmet of the chosen suit is a good analogue for a real 
space suit (Ref 6).  
 
 
 

Experiment Context 
 
The experiment was carried out during the Mars Society Australia (MSA) Arkaroola Mars Rover 
Challenge Expedition (Ref. 7), which took place in the northern Flinders Ranges, South Australia, in 



Proceedings from 15th Australian Space Research Conference, 2015      Page 161

July 2014 .  This expedition conducted research across several fields relevant to Mars exploration, 
including palaeobiology, operations research, field robotics, as well as suit trials, in a Mars analogue 
environment side by side with educational and public engagement programs.  The Arkaroola region 
had been previously selected by MSA as an ideal location for such multidisciplinary analogue 
research programs (Ref. 8). 
 
 

Scenario 
 
The scenario used in the study was the investigation of a potentially fossiliferous carbonate outcrop 
on Mars identified by satellite imagery and hyperspectral data and accessed by a sortie from a 
landing site several tens of km distant. Geologically-briefed engineers and specialized geologists 
would spend a limited amount of time assessing whether or not the outcrop contained mesoscopic 
signs of life in the form of stromatolites.  These are typically columnar or hemispherical  structures 
formed by the growth of generally shallow water and usually photosynthetic  microbial communities 
(see benchmark compendium in Ref. 9).  As the oldest macroscopic structures constructed by life 
(Refs. 10, 11) stromatolites and other microbial structures are targets to be looked for  in the 
astrobiological exploration of Mars (Refs. 12, 13). Indeed possible microbial structures have already 
been observed on Mars (Refs. 14, 15), although their validity remains to be tested. 
 
The limited time for assessment per location is also analogous to the Apollo-like traverses where a 
number of locations were visited on an EVA (see Ref. 16 for examples from Apollo 14). Each 
location was allocated an investigation time duration on the EVA schedule. Thus the Apollo 
astronauts undertook investigations within scheduled time limits to, assess, take samples and 
document geological locations. If the investigation showed that more time at the location would 
provide better science return then a decision was made to change the schedule for the remaining 
EVA. 
 
 

Study site 
 
The site was required to have moderate (10-20%) outcrop and reasonable number (i.e., enough to 
be easily found in the allocated time) of stromatolites.  The site also should not be too rocky or have 
excess vegetation for safety reasons and needed to be accessible by vehicle, which could be driven 
to within about 50 m of the base. 
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Fig. 1:  The Google Earth image of the test site south of Arkaroola. The scale bar is 57 m. 
 
The selected site (Figures 1, 2) was at 30°26'29.47"S and 139°19'45.42"E with an elevation of 204 
m above sea level at the foot of slope.  It is 14.3 km in a direct line south of Arkaroola, and 18.1 km 
by road. The outcrop begins 55 m east of the Arkaroola road.   
 
The outcrop is west dipping at 25-35°, northeast-southwest trending strike ridge composed of 
stromatolitic grey limestone with stratabound orange-brown to yellow dolomitisation and cross-
cutting dolomite and calcite veins.  The best exposures were found on the lower part of the ridge. 
The outcrop is a low strike ridge 400 m long, 40 m wide and about 5 m high, and is visible in Google 
Earth imagery (Fig. 1). The Google Earth aerial photography resolution is about ~30 cm, which is 
equivalent to the HiRISE camera on the Mars Reconnaissance Orbiter (MRO) and to ASTER 
(Advanced Spaceborne Thermal Emission and Reflection Radiometer) hyperspectral data, which has 
a resolution of 15 m (Ref. 17), roughly equivalent to the CRISM (Compact Reconnaissance Imaging 
Spectrometer for Mars) instrument on the MRO, as per Ref. 18).  The ridge is visible as a FeOH 
and MgOH feature in the visible to near infrared ASTER data and has having low silica in thermal 
infrared ASTER, this suggests the presence of ferroan dolomite.  
 
The outcrop is approached from the east across a lightly gullied parna-mantled pediment with minor 
alluvial reworking of siltstone fragments.  Because of the approach direction and the topography the 
outcrop mostly represents the bedding plane, although cross sections are exposed on the sides of 
some blocks.   Vegetation consists of forbs and small Acacias.  Areas of denser vegetation, mostly 
on the ridge, were avoided during the course of the experiment to avoid entanglement. The area used 
in the trial was ~70 m x ~20 m. 
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Fig. 2:  The low ridge of Trezona Formation selected for the experiment. 
 
The outcrop was mapped as Trezona Formation (Ref. 19).  This Neoproterozoic formation  (Ref. 
20) is composed of grey to pink, fine-grained, oolitic, intraclastic and stromatolitic limestone with 
variable dolomite interbedded with shale and siltstone.  The ooids and complex intraclasts are often 
stained red by haematite and were term “hieroglyphic limestone” by Mawson (Ref. 21). 
Stromatolites are of two types: broad elongated hemispheres with cuspate ridges and pseudo-
columnar forms.  The Trezona Formation has been subsequently assigned to the Cryogenian (Ref. 
22). 
 
The stromatolites at the outcrop are simple columns, typically 5-10 cm high and 2-5 cm across.  
They are exposed largely as circular impressions on the upper surfaces of bedding planes on massive 
to slabby outcrop (Figure 3).  The outcrop is grey, with stromatolites partly enhanced by patchy 
dolomitisation and silicification. Side views are difficult to obtain as because of the massive to slabby 
nature of the outcrop, however side views can be obtained on loose blocks, generally small enough 
to be picked up by hand.  Where pervasively dolomitised, however, the stromatolitic textures are 
obliterated by the buff to red-coloured secondary carbonate. 
  

Methods 
 
Analogue EVA Suits 
 
The analogue EVA suits (Figure 4) worn on the expedition were originally developed as a 
collaboration between Strathmore Secondary College and MSA in 2004 for VSSEC.  As they 
would be used daily by groups of students exploring a simulation Mars landing site, the key 
requirements were safety, robustness, comfort, low cost, easy donning/doffing, high maintainability, 
and the provision of a memorable EVA suit-like experience and appearance for the wearer.  As 
such, the suits were developed as a basic mimicry of a future gas-pressurised planetary exploration 
suit.  Accurate generation of the high joint torques of true gas-pressurised suits was not pursued as 
this would compromise almost every design priority; however bulky gloves and boots were specified 
to provide some inhibition to mobility and hand dexterity.  Cotton drill coveralls were provided by 
Yakka in a wide range of sizes to form a replica gas-pressurised garment. 

 

 



Page 164  Proceedings from 15th Australian Space Research Conference, 2015

 

Fig. 3:  Bedding plain exposures of small hemispherical stromatolites at test site.  A pocket 
knife (10 cm) provides scale. 

 
MSA developed a pseudo life-support system consisting of a helmet, backpack and ventilation 
system based on previous analogue suit designs and experience from the MarsSkin program.  The 
helmet configuration was based on two half sphere domes: a clear upper dome and solid base dome 
with a large entry port and neck ring.  The clear dome can be attached in various alignments so that 
the inevitable scratches produced from closely inspecting objects can be rotated away from the line 
of vision, while also reducing the frequency and cost of replacement domes.  Strathmore Secondary 
College requested that the helmets be easily removable, so they rest lightly on the shoulders of the 
wearer.   
 
Life support is contained within a Boblbee hard-shell backpack. High ventilation sufficient to meet 
safety requirements is met by two fans that are installed inside a simulated oxygen canister on the 
backpack and plumbed to each side of the helmet.  This ventilation air is directed forwards against 
the faceplate to reduce fogging and prevent cold spots on the head by small deflectors internal to the 
helmet, improving appearance and covering any sharp edges of attachment plumbing.  A 7Ah 12V 
lead-acid battery provides approximately 5 hours of ventilation, and gives appropriate weight to the 
life-support system.  For long duration EVAs, water packs can be stored in the backpack and 
connected to a bite valve mounted inside the helmet.  UHF radios can also be incorporated, for 
example by the use of a simple ‘snoopy cap’, headphones, microphone and VOX operation. 
Normally at VSSEC the  communications are carried out through a WiFi system operated by a 
laptop computer, also carried in the backpack. 
 
 
Participants 
 
The seven participants of the study comprised three with geological training and four without.  
“Geologists” were those with some degree of formal geological training. “Non-geologists” had a 
range of qualifications, including general science, paramedical, education, and heritage.  All had been 
briefed on what to look for verbally and with illustrations, and had seen similar stromatolites in the 
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field previously, both at Arkaroola and elsewhere. The participants were four males and three 
females, with both genders represented in each skill-set.  Ages varied from 20s to 60s. Only one 
participant had previous experience in testing analogue EVA suits, being part of the team in Ref. 5.   

 
 

Fig. 4:  VSSEC analogue EVA suits of the type worn for this experiment. 
 
 
Experimental Method 
 
Each experiment lasted 20 minutes and was supervised by the experiment controller.  Participants 
were directed to leave the starting point and walk to the northern end of the target area.  When they 
reached the first limestone outcrop the start of the timed experiment commenced. The participants 
performed the observations at their own pace. 
 
The participants were required to point out any stromatolites and describe them as probable or 
possible.  Probable stromatolites were features identified as stromatolites with a high degree of 
confidence.  Possible stromatolites were features identified as possibly stromatolitic but with lower 
confidence.  False positives (sites identified as probable or possible stromatolites that were judged as 
non stromatolitic by the experiment controller) and false negatives (sites rejected as stromatolites that 
were considered stromatolitic by the controller), were also noted. Communications were transmitted 
via a UHF radio on VOX setting for the suit and manual setting for the controller. 
 
Assessment of each observation was  by the controller, who had previously scouted the site and has 
thirty years experience in field geology, including extensive field experience with stromatolites of 
Holocene (West Australia, South Australia), Pleistocene (South Australia), Ordovician (Tasmania), 
Cambrian (South Australia), Neoproterozoic (South Australia), Mesoproterozoic (Queensland, 
Northern Territory) and Archean (West Australia) age.   Additional comments on the impact of the 
equipment on operations by the wearer were also recorded by the controller.  
 
After the suited trials were completed the same participants were asked to repeat the exercise but 
without wearing the suit.  The same observations were made and these were assessed in the same 
manner as the previous suited trial.   
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Ethical review was not necessary as it was suit performance that was being assessed rather than the 
human wearers. 
 
All results from the tests were tallied and entered in an Excel spreadsheet.  
 

Results 
 
Suited Results 
 
The results of the suited results are shown in Table 1. Overall 89.2% of the observations were 
judged correct.  As expected, geologists were more accurate than non-geologists in their 
identifications, with 97.0% accuracy compared to 84.2%.  Overall, observers were more likely to 
make a false positive identification (7.8%) than a false negative (3%), however the likelihood of a 
geologist making a false positive or negative observation was the same (1.5%).  Non-geologists 
were eight times more likely to make a false positive observation than geologists and 2.6 times more 
likely to make a false negative. 
 

Table 1:  Results of the trial:  Accuracy while suited  
 

SKILL  PROBABLE POSSIBLE FALSE 
POSITIVE 

FALSE 
NEGATIVE 

TOTAL TOTAL 
VALID 

TOTAL 
ERRORS 

GEOLOGISTS 36 28 1 1 66 64 2 

% 54.5 42.4 1.5 1.5 99.9 97.0 3 

NON-
GEOLOGISTS 

49 36 12 4 101 85 16 

% 48.5 35.6 11.9 3.9 99.9 84.2 15.8 

TOTAL 85 64 13 5 167 149 18 

% 50.9 38.3 7.8 3 100 89.2 10.8 

 
Unsuited Results 
 
Results of the unsuited trials are shown in Table 2.  Overall 87.4% of the observations by geologists 
and non-geologist were correct.  Geologists were more accurate than non-geologists in their 
identifications, 94.9% as against 80.9%.  A false positive identification was less likely (5.5%) than a 
false negative (7.1%).  Unsuited, geologists made a false positive identification 3.4% of the time and 
a false negative 1.7% of the time).  Non-geologists made false negative identifications 11.8% of the 
time compared with false positives 7.4% of the time. Thus non-geologists were almost seven times 
more likely to make a false negative observation than geologists and were just over 1.3 times more 
likely to make a false positive. 
 

Table 2:  Results of the trial: Accuracy while unsuited 
 

SKILL  PROBABLE POSSIBLE FALSE 
POSITIVE 

FALSE 
NEGATIVE 

TOTAL TOTAL 
VALID 

TOTAL 
ERRORS 

GEOLOGISTS 24 32 2 1 59 56 3 
% 40.7 54.2 3.4 1.7 100 94.9 5.1 
NON-
GEOLOGISTS 

27 28 5 8 68 55 13 
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% 39.7 41.2 7.4 11.8 99.5 80.9 19.1 
TOTAL 51 60 7 9 127 111 16 
% 40.2 47.2 5.5 7.1 100 87.4 12.6 

 
Table 3:  Results of the trial: Number of observations 

 
SKILL SUITED # OBSERVATIONS  # OBSERVERS MEAN 

GEOLOGIST YES 66 3 22 
NON-GEOLOGIST YES 101 4 25.3 

TOTAL YES 167 7 23.9 
GEOLOGIST NO 59 3 19.7 

NON-GEOLOGIST NO 68 4 17 
TOTAL  NO 127 7 18.1 

 
 
Qualitative comments by participants 
 
All participants commented on experiencing several difficulties when wearing the suits.  There was 
difficulty in seeing out of the helmets when looking up-sun, because of glare associated with light 
scattering from scratches and dust on the helmets. Rock colour was more difficult to assess in the 
helmets, possibly from slightly reduced contrast and the previously mentioned light scattering. There 
was uncertain footing because of the large boots worn and the associated increase in care needed 
while moving, especially with respect to foot placement.  Participants only occasionally crouched or 
knelt to make observations. Sometimes loose specimens were picked up, however most exposures 
were on large slabs, precluding handling. 
 

Discussion 
 
Caveats 
 
The sample size of this study is small and therefore conclusions drawn from the above statistics are 
both tentative and provisional.  It is the researcher’s aim to expand on these results with future trials. 
 
Success of predictions 
 
Prediction 1), that useful field science can be performed while wearing analogue EVA suits, was 
confirmed.  This is as expected from the success of Apollo astronauts on the Moon. 
 
Prediction 2), that the suit would impede performance was not borne out (Tables 1 and 2).  Overall 
the suited and unsuited participants scored 89.2% and 87.4% correct results respectively.  
Geologists correctly identified stromatolites better when suited compared to non-suited (97.0% 
versus 94.9%), as did non-geologists (84.2% versus 80.9%).   
 
Prediction 3(a), that geologists would make fewer observations than non-geologists, was only partly 
borne out (Table 3). The prediction was correct while the participants were suited, with an average 
of 22 observation per geologist as opposed to 25.3 for the non geologists.  When unsuited, 
geologists made more observations per observer (19.7) than non-geologists (17) on an observer 
basis.  
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Prediction 3(b), that geologists would out-perform non-geologists in the accuracy of their 
observations was validated (Table 3). Geologists achieving 12.8% greater accuracy in identifications 
while suited and by 14% while unsuited, compared with non geologists.   
 
Prediction 4), that geologists would be less impeded by the suits than non-geologists, was shown to 
be incorrect (Tables 1 and 2).  While neither group were noticeably impeded by the suit, the 
performance gap between the geologists and non-geologists narrowed from 3.3% without a suit to 
2.1% while wearing a suit, and geologists made more observation while not wearing the suit than 
non-geologists. 
 
Possible explanations 
 
The apparent increase in performance whilst wearing a suit is a surprise. Ref. 5 reported that while 
using the University of North Dakota’s NDX-1 pressurised suit participants made 25% fewer 
observations than when unsuited and made three times as many incorrect observations.  This was not 
repeated.  There are several explanations for this discrepancy: 
 
1. These analogue suits do give not an accurate representation of the difficulties of doing field 
science in a gas-pressurised EVA suit, in particular the greater flexibility of the VSSEC suits (Figure 
5). 
 
2. Because the unsuited trials were carried out subsequently to the suited trails, the participants 
may have been more fatigued and less capable of observations than when they were wearing the 
suits.  A priori this appears unlikely as the tests lasted only 20 minutes and the participants were all in 
good health and of reasonable fitness.   
 
3. It is possible that the actual wearing of the suit may have led to increased observational focus 
and thought in the participants whilst carrying out the test.   
 
4. It may also be possible that the participants did not take the unsuited test as seriously and so 
were less diligent in their observations. 
 
5. The participants in the NDX suit trials in the Pilbara had no previous experience in wearing 
or working with the suit. The suit was not individually fitted and some wearers experienced significant 
discomfort from the poor fit. It is possible that greater training and familiarity might eliminate the 
difference in suited and unsuited performance while wearing the NDX suit. 
 
6. Furthermore the Pilbara trials were carried out over rougher terrain than at Arkaroola.  This 
would have resulted in the participants directing more attention to operating the suit and less to 
observations. 
 
7. During the Pilbara trials the weather was very warm, and all participants experienced over-
heating leading to fogging and misting to greater or lesser degrees, which significantly hampered the 
ability to make geological observations. Similar issues were not experienced with the VSSEC suit, 
due to cooler weather and the different suit design. 
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Fig. 5:  The high flexibility of the VSSEC suits enables the wearing to easily crouch down 
while inspecting rocks on the ground. 

 
 

Further Work 
 
Further work with the VSSEC suit will be needed to test the seven possibilities above, and assess 
the validity and implications of the trials. We recommend that several further trials should be carried 
out to test these hypotheses.   
 
1) As a minimum more unsuited trials in the same area with a similar mix of skill sets should be 
carried out to establish a baseline.  
 
2) If the VSSEC or similar suits are available, the trials should be repeated, but this time with 
the suited test last.  This would allow the possibility of fatigue to be explored and determine whether 
similar patterns are observed. Together these would test hypotheses 1-4 proposed above to explain 
the data.   
 
3) A repeat of the NDX test with experienced wearers who more closely match the size 
requirements of the suit should be carried out to test hypothesis 5 above; and 
 
4) Trials at a different, more rugged stromatolite site at Arkaroola with the VSSEC suits (or 
similar) and a less difficult stromatolite (or equivalent) site with the NDX-1 suit would assess whether 
rougher terrain impacts significantly on performance. 
 
We are currently planning on carrying out trials 1) and 2) in a further expedition to Arkaroola in July 
2016. 
 

Applications to Mars 
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Any Mars mission will consist of a small team, perhaps numbering six, of cross-trained astronauts, 
some with more specialised training in field science than others (Ref. 1).  This regard they will not be 
dissimilar to Apollo astronauts, who were mostly from test-pilot backgrounds with formal training in 
engineering with some cross-training in geology, and only one geologist (Ref. 4). As with Apollo, 
astronauts will be under time constraints forced by EVA logistics, to a degree rare on Earth (Ref. 
23). Unlike Apollo, astronauts on Mars will have the ability to revisit sites of interest during their 
500-600 day surface mission (Ref. 1). The superior performance of the geologists in the trial 
underlies the importance of having trained field expertise on Mars, however it is neither possible nor 
desirable to have a crew made up entirely of such people.  However the fact that motivated and 
informed, if not with formal training, could also make useful observations highlights the importance of 
cross-training of astronauts of other specialisations.  The success of that cross-training will be partly 
dependent on the breath and realism of that training, for example it is unlikely that any of our non-
geologists would have recognised stromatolites without the briefing they previous received and 
exposure to examples elsewhere in the Arkaroola region. 
 
 

Conclusions 
 
This study showed that, as expected, VSSEC (and similar) analogue suits allow useful trials of 
crewed exploration of planetary surfaces within the limitations of their abilities to represent actual 
EVA suit performance.  In particular they show that wearers, both geologists and non- geologists, 
are able to make the required observations despite wearing a helmet.  
 
As per the predictions based on Ref. 5 and recommendations of Ref. 2, performance of geologists 
was measurably greater than non-geologists, as determined by accuracy of observations.  This was 
irrespective of whether or not the VSSEC suit was worn, however the performance differential 
between the two increased when suits were worn. 
 
However, contra predictions in Ref. 5, the VSSEC analogue EVA suit did not appear to degrade 
observational performance, but enhance it.  
 
Multiple hypotheses were generated as possible explanations of these differences between what was 
predicted and was measured.  Further trials are recommended to test these using VSSEC (or similar 
suits) and, if possible the NDX-1 suit. 
 
Finally, and perhaps most importantly, as per the Mars scenario that framed the experiment, suited 
geologists and appropriately briefed and trained non-geologists appear to have no difficulty in 
correctly identifying stromatolite-like features on Mars, should they be encountered. 
 
 

Acknowledgements 
 
We thank the Victorian Space Science Education Centre for the loan of their suits.  Funding for the 
expedition was provided by CSIRO, the Australia-India Council, and Australian Geographic, and 
Saber Astronautics. In-kind support was provided by Saber Astronautics, UNSW, Macquarie 
University, Murdoch University and the Arkaroola Resort.  David Willson of NASA Ames Research 
Center also provided much useful commentary on the paper. 



Proceedings from 15th Australian Space Research Conference, 2015      Page 171

 
 

References 
 
1. Hoffman, S. J. (ed.) The Mars Surface Reference Mission: A Description of Human and 

Robotic Surface Activities.  NASA/TP—2001–209371, 2001. 
 

2. Schmitt, H.H., Snoke, A.W., Helper, M.A., Hurtado, J.M., Hodges, K.V., and Rice Jr., J.W. 
Motives methods and essential preparation for planetary field geology on the Moon and Mars. 
Geological Society of America Special Paper 483, 2011, 1-15. 
 

3. Beaty, D. Niles. P., Hays, L., Bass, D., Bell,M. S., Bleacher, J., Cabrol, N. A., Conrad, P., 
Eppler, D., Hamilton, V., Head, J., Kahre, M., Levy, J., Lyons, T., Rafkin, S., Rice, J., and 
Rice, M. Scientific Objectives for the Human Exploration of Mars. MEPAG Science 
Analysis Group. Web address when accessed 10/9/15 
http://mepag.nasa.gov/reports/HSO%20summary%20presentation%20FINAL.pdf, 2015 
 

4. Wilhelms, D. E.  To a Rocky Moon.  University of Arizona Press, Tucson, 477p, 1993. 
 

5. Willson, D., Rask, J. C., George S.C., deLeon, P., Bonaccorsi, R., Blank, J., Slocombe, J., 
Silburn, K., Steele, H., Gargarno, M., and McKay, C. P. The performance of field scientists 
undertaking observations of early life fossils while in simulated spacesuit. Acta Astronautica 93, 
2014, 193–206. 
 

6. Waldie, J., Wisely, D., Ischia, D., and Harvey, B. MarsSkin: a mechanical counter pressure 
Mars analogue space suit. Proceedings of the second Australian Mars Exploration 
Conference, 2002.  Web address when accessed on 20/9/15 
http://old.marssociety.org.au/amec2002/proceedings/18-
James_Waldie_MarsSkin_full_paper.htm   
 

7. Clarke, J. D. A., Held, J. M., Dahl, A., Wheaton, N., and the Arkaroola Mars Robot Challenge 
Expeditioners. Field Robotics, Astrobiology and Mars Analogue Research on the Arkaroola 
Mars Robot Challenge Expedition.  Proceedings of the 2014 Australian Space Research 
Conference p237-250, 2014. Web address when accessed on 20/9/15 
http://www.nssa.com.au/web-resources/downloads.html 
 

8. Mann, G. A., Clarke, J. D. A., Gostin, V. A. Surveying for Mars Analogue Research Sites in 
the Central Australian Deserts, Australian Geographical Studies, 30(1), 2004 116-124. 
 

9. Walter, M. R. 1976 (ed.).  Stromatolites. Elsevier, Amesterdam, 790p. 
 

10. Allwood A.C., Walter M. R., Kamber B.S., Marshall C.P. and Burch I.W. Stromatolite reef 
from the Early Archaean era of Australia. Nature 441, 2006, 714-718. 
 

11. Clarke, J. D. A. and Stoker, S. R. Searching for stromatolites: the 3.4 Ga Strelley Pool 
Formation (Pilbara, Western Australia) as a Mars analogue.  Icarus 224, 2013, 413-423. 
 



Page 172  Proceedings from 15th Australian Space Research Conference, 2015

12. Walter, M.R. and Des Marais, D.J. Preservation of biological information in thermal-spring 
deposits—developing a strategy for the search for fossil life on Mars. Icarus 101, 1993,129–
143. 
 

13. McKay, C. P. and Stoker, C. R.  The early environment and its evolution on Mars: implications 
for Mars.  Reviews of Geophysics 27, 1989, 189-214. 
 

14. Noffke, N. Ancient Sedimentary Structures in the < 3.7 Ga Gillespie Lake Member, Mars, that 
compare in macroscopic morphology, spatial associations, and temporal succession with 
terrestrial microbialites. Astrobiology 15(2), 2015, 1-24. 
 

15. Ruff, S. W. New observations reveal a former hot spring environment with high habitability and 
preservation potential in Gusev Crater, Mars.  Abstracts of 46th Lunar and Planetary 
Science Conference, Abstract 1613, 2015 
 

16. Marquez, J. J. Assessment of Scheduling and Plan Execution of Apollo 14 Lunar Surface 
Operations. Proceedings of the 40th International Conference on Control Systems,  AIAA 
2010-6104, 10p, 2010 
 

17. Brown, A. J., Cudahy,T. J., and. Walter, M. R. Hydrothermal alteration at the Panorama 
Formation, North Pole Dome, Pilbara Craton, Western Australia. Precambrian Research 151, 
2006, 211–223 
 

18. Brown, A. J., Hook, S. J., Baldridge, A. M., Crowley, J. K., Bridges, N. T., Thomson , B. J., 
Marion, G. M.,  de Souza Filho, C. R. and Bishop, J. L.  Hydrothermal formation of Clay-
Carbonate alteration assemblages in the Nili Fossae. region of Mars. Earth and Planetary 
Science Letters 297, 2010, 174–182.  
 

19. Coats, R. P.  COPLEY, South Australia, sheet SH54-9.  South Australian Geological Survey 
1:250,000 series, 1973. 
 

20. Preiss, W. V. (compiler).  The Adelaide Geosyncline –Late Proterozoic stratigraphy, 
sedimentation, paleontology, and tectonics.  South Australia Geological Survey Bulletin 53, 
1987. 
 

21. Mawson, D. Cambrian and Sub-Cambrian formations at Parachilna Gorge.  Transactions of 
the Royal Society of South Australia 62, 1938, 255-262. 
 

22. Maloof, A.C., Rose, C. V., Beach, R., Samuels, B. M., Calmet, C. C., Erwin, D. H.,. Poirier, 
G. R., Yao, N. and Simons, F. J. Possible animal-body fossils in pre-Marinoan limestones from 
South Australia. Nature Geoscience 3, 2010, 653 – 659. 

 
23. Chaikin, A. A man on the Moon. Penguin Books, New York, 670p, 1998. 
 



Proceedings from 15th Australian Space Research Conference, 2015      Page 173

 

 

 Chemical Complementarity between the Gas Phase of the 
Interstellar Medium and the Rocky Material of Our 

Planetary System 
 

Haiyang Wang and Charles H. Lineweaver 
 

Planetary Science Institute, Research School of Astronomy and Astrophysics, Research School of 
Earth Sciences, The Australian National University, Canberra, ACT, 2611, Australia.  

 
 

Summary:  We compare the elemental depletions in the gas phase of the interstellar medium 
(ISM) with the elemental depletions in the rocky material of our Solar System. Our analysis 
finds a high degree of chemical complementarity: elements depleted in the gas phase of the 
ISM are enriched in the rocky material of our Solar System, and vice versa. This chemical 
complementarity reveals the generic connections between interstellar dust and rocky planetary 
material. We use an inheritance model to explain the formation of primordial grains in the 
solar nebula.  The primary dust grains inherited from the ISM, in combination with the 
secondary ones condensed from the solar nebula, constitute the primordial rocky material of 
our planetary system, through the effects of the progressive accretion and sublimation. Added 
to the partial condensation from the solar nebula, terrestrial planets are formed from these 
primarily inherited and secondarily condensed dust grains, by sublimation in our planetary 
system. The semi-major-axis-dependence of the chemical composition of rocky planetary 
material is also observed by comparing elemental depletions in the Earth, CI chondrites and 
other types of carbonaceous chondrites.   
 
Keywords: Elemental depletion; Interstellar medium; Protoplanetary disk; Primitive 
meteorites; Terrestrial planets 
                                                       
 

Introduction 
 
Investigations of UV spectra of stars since the 1970s have revealed interstellar absorption 
features produced by atoms in their favoured ionization stages in the interstellar medium 
(ISM) [1]. Atomic abundances of heavy elements relative to that of hydrogen are below the 
reference cosmic abundances that implicitly refer to solar abundances. The reduction of heavy 
elements represents the missing atoms in the ISM gas phases. This feature is reinforced by the 
correlation of the increase of elemental depletions of the ISM gas phases with increasing 
condensation temperature, which is a proxy for how refractory an element is. In a study of 
abundances along 243 different sight lines from more than 100 papers, Jenkins (2009) [1] 
characterized the systematic patterns for the depletions of 17 different elements (C, N, O, Mg, 
Si, P, S, Cl, Ti, Cr, Mn, Fe, Ni, Cu, Zn, Ge, and Kr), from which he constructed a unified 
quantitative scheme that could lead to a better estimate of dust compositions.  
 
The rocky material of our Solar System may be representative of rocky material in other 
planetary systems. The depletion of volatile elements relative to the solar abundance is a 
characteristic signature in primitive meteorites [2][3][4] and terrestrial planets [5][6][7][8]. 
The search for ‘mysteries’ (volatile-rich component) [9] continues with the search for "lost 
planets" [10], a scenario that is similar to the search for "missing atoms" in the ISM gas phase 
from Field (1974) [11] to Jenkins (2013) [12]. Lewis et al. (1987) [13] reported the discovery 
of presolar grains in carbonaceous chondrites. The major types of presolar grains like 
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diamond, silicon carbide, and graphite found in meteorites are good noble gas carriers. Their 
abundances are quite diagnostic of nebular and parent-body thermal events, since these 
different presolar grains are destroyed at different temperatures [4]. Extensive investigations 
of carbonaceous chondrites [14][15] have shown a correlation between presolar grain 
abundances and bulk meteorite elemental abundance patterns. Based on the examination of 
interstellar gas and dust composition and comparison with meteoritic data, Yin (2005) [16] 
revealed that the depletion patterns of moderately volatile elements have a potential 
connection between the interstellar dust and the meteorites. The potential connection, or 
chemical complementarity, will be discussed further in this paper.  
 
 

Elemental Depletions in the ISM Gas Phase 
 

Elements can be classified into three categories based on the range of the elemental 
condensation temperature (TC): highly volatiles (TC <~500 K), moderately volatiles (~500 K< 
TC  < ~1400 K), and refractories (TC >~1400 K), as shown in Fig. 1 for the simulated 
elemental depletions in the ISM gas phase. The x-axis is the 50% condensation temperature 
from Lodders (2003) [17] that indicates the volatility of an element. The y-axis is the 
logarithmic depletion factor  (or the abundance ratio) of an element in the ISM gas phase 
relative to the cosmic reference abundances that are taken to be solar abundances. The 
abundance ratios of highly volatiles are approximately identical to the reference values while 
those of moderately volatiles are comparably lower than the reference values. The refractories 
are depleted considerably. The profound reductions of refractories and moderately volatiles 
inevitably prompt us to ask “where are these missing atoms?”.  
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Fig. 1:  The logarithmic depletion factors of elements in the ISM gas phase as a function of 

the elemental condensation temperature (TC) [17]. Elements are classified into three 
categories based on the range of TC: highly volatiles (TC <~500 K), moderately volatiles 

(~500 K< TC  < ~1400 K), and refractories (TC >~1400 K). 



Proceedings from 15th Australian Space Research Conference, 2015      Page 175

 

 

The theoretical foundation for the above simulation is a unified quantitative scheme, 
developed by Jenkins (2009, 2013) [1][12], which relates the logarithmic depletion factor 
[Xgas/H] for an element X to the sight-line parameter F∗ as shown in Eqn. 1. Fig. 2 illustrates 
the manner of parameterizing the depletion trends for different elements. The zero point zX for 
F∗  is chosen to make the covariance of the errors in the other two parameters, AX (slope) and 
BX (vertical offset) be zero. 
 

[Xgas/H] = BX +AX (F∗ − zX)                                                 (1) 

The above unified form for elemental depletion in the gas phase is derived from a more 
straightforward parametric form Eqn. 2 that defines the logarithmic depletion of an element X 
in terms of its depletion factor below the logarithm reference cosmic abundances (log(X/H)ref)  

[Xgas/H] = log[N(X)/N(H)]obs – log(X/H)ref                                   (2) 

where N(X) is the column density of element X, and N(H) represents the column density of 
hydrogen in both atomic and molecular form. 
 
It is followed by the quantitative answer to the question “where are these missing atoms?”. 
The missing atoms are presumably locked up in the form of dust grains, the complementary 
composition of which can be estimated from the above logarithmic depletion factor by  
 

(Xdust/H) = (1-10[X/H]gas)•(X/H)ref                                            (3) 
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Fig. 2:  Examples for 8 different elements that illustrate the manner of parameterizing the 
depletion trends in the ISM gas phase, adapted from [1][12]). The red arrows indicate the 

increasing refractory of elements in the upper and lower panels. 
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Elemental Depletions in Rocky Material of Our Planetary System 
 
Primitive meteorites and the Earth are the representatives of rocky material in our planetary 
system. Elemental abundances in CI chondrites, one of most primitive meteorites, are 
regarded as the best proxy for the solar abundances, with exceptions of the highly volatile 
elements H, C, N, O and the noble gases He, Ne, Ar, Kr, Xe [17][18]. Relative to CI 
chondrites, all other groups of meteorites, as well as the Earth, are considerably depleted in 
moderately volatile elements (see Fig. 3 and Fig. 4). 
 
Fig. 3 is probably the most comprehensive comparison of elemental abundance patterns of 
different types of meteorites relative to CI chondrites plotted as a function of the condensation 
temperature, completed by Davis (2006) [4]. He described well the differences of abundance 
patterns of carbonaceous chondrites, ordinary chondrites and enstatite chondrites. Here, we 
would like to, nevertheless, emphasize their global similarities: (1) Moderately volatile 
elements are depleted, more or less, in all non-CI chondrites; (2) Refractory elements are 
approximately identical or slightly enriched compared to CI chondritic abundances, 
complementary to the depletion of their counterparts in the ISM gas phase as shown in Fig. 1; 
(3) The not-shown but well-accepted large depletion of highly volatiles in all chondrites 
compared with the proto-solar abundance is complementary as well to their ISM counterparts 
(Fig.1) that are approximately equal to the cosmic reference abundance. 

 
 

 
Fig. 3:  The comprehensive comparison of CI-normalized elemental abundance patterns of 
various primitive meteorites, inclusive of carbonaceous chondrites (CM, CO, CV, CK, CR, 

CH), ordinary chondrites (H, L, LL, R), and enstatite chondrites (EH, EL), plotted as a 
function of 50% condensation temperature [17]. The normalization-reference element is 

magnesium. The figure is from [4]. 
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Fig. 4 shows the CI-normalized abundances of geochemically classified elements in the bulk 
silicate Earth (the bulk Earth excluding the core), plotted as a function of elemental 
condensation temperatures by Palme and O’Neil (2014) [7]. Here, we only care about 
lithophile elements (blue dots in Fig. 4), which are the dominant elements in bulk silicate 
Earth. It is clear that the abundance of refractory lithophiles (with condensation temperature 
greater than ∼ 1400 K) are approximately identical to that of CI chondrites, against the feature 
of the depletion of their counterparts in the ISM gas phase as shown in Fig. 1. The 
considerable depletion of moderately volatile elements is subject to further processes (e.g. 
evaporation) of the terrestrial building-blocks, consisting of the inherited pre-solar grains 
from the interstellar dust and the newly condensed solids from the solar nebula. The detailed 
interpretations are presented in the Discussion. 
 
 

Chemical Complementarity 
 
From the above separate descriptions of elemental depletions in the ISM gas phase and in the 
inner Solar System rocky bodies, we see some potential complementary features between 
them. Yin (2005) [16] particularly discussed this topic from the comparison of dust 
composition and meteoritic data. 
 
Three examples of interstellar data are plotted against the 50% condensation temperatures, as 
shown in Fig. 5a from [16]. As investigated in Fig. 1, refractory elements are highly depleted, 
and moderately volatile elements are progressively less depleted in the gas phase, indicating 
that these depleted elements are locked up in the dust. When compared to meteoritic data in 
Fig. 5b, the most intuitive and striking feature is that the abundances of interstellar gas phases 
are complementary to the meteoritic data. 
 

 
 

Fig. 4:  The comparison of CI-normalized abundances of geochemically classified 
elements in bulk silicate Earth plotted against the 50% condensation temperature [17]. 

The normalization-reference element is magnesium. The interesting elements for this 
cosmochemical analysis here are only lithophiles (indicated by blue dots). The figure is 

from [7]. 
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Whereas, the depletion scales in the ISM gas phases and meteoritic data are apparently 
different by comparing the y-axes of Fig. 5a and 5b. Namely, this complementarity is not 
equivalent quantitatively. It is understandable. For interstellar dust, it is a long journey to form 
a ‘primitive meteorite’ after experiencing countless processes including shock-wave 
compression, condensation, sublimation, accretion, fractionation, burning (when passing 
through the Earth’s atmosphere), and weathering (on the surface of the Earth). During these 
processes, its properties have been modified extensively. The majority of raw features in 
interstellar dust, therefore, are destroyed, and only a few tiny features are luckily reserved in 
forms of primitive meteorites that we can directly measure today. Among the few weakly 
reserved features, chemical complementarity between the ISM gas phases and the meteorites 
is the most striking one, whereas, the comparable scale between them is not expected. 
 

 
 

Fig. 6:  (a) The relative abundance of moderately volatile elements in the primitive 
meteorites is anti-correlated with that in interstellar gas. (b) The calculated ISM dust 
composition is positively correlated with that of primitive meteorites for moderately 

volatile elements. The figures are adapted from [16]. 

 
 

Fig. 5:  (a) Interstellar gas phase abundance of three examples relative to solar and (b) 
Primitive meteoritic abundance relative to CI, as a function of 50% condensation 

temperature [17]. For moderately volatile elements, interstellar gas phase data is ‘mirror-
imaged’ by the meteoritic data. The figures are adapted from [16] 
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Plotting the y-axis of Fig. 5a and Fig. 5b together as shown in Fig. 6a, it is clear that the 
interstellar gas is anti-correlated with the primitive meteoritic composition, underscoring that 
the provenance of the primitive meteorites is essentially the interstellar dust. In place of y-axis 
of Fig. 6a to the calculated dust composition from Eq. (3) as shown in Fig. 6b, the dust 
composition shows positive correlation with meteoritic composition for moderately volatile 
elements, further reinforcing the connections between primitive meteorites and the interstellar 
dust. 
 
Based on the above comparisons, Yin (2005) [16] proposed an ‘Inheritance Model’ to explain 
the chemical connections between the interstellar dust and the material in the early active 
solar nebula. We schematically draw the mechanism in Fig. 7 to connect the diffuse 
interstellar medium to the protoplanetary disk, which corresponds to Yin (2005) [16]’s 
descriptions for these processes: (1) In the diffuse interstellar medium where elemental 
depletions are observed, the volatile elements are in the hot ionized gas phase, and the 
refractory elements are locked in the dust grains; (2) In the cold and dense molecular cloud 
stage, the gas phase consists of H and He only. Organic-rich icy mantles condense with all the 
volatile elements on to the refractory cores. Grain growth may have already occurred at this 
stage; (3) Collapse happens in the densest molecular cloud core with the continuous increase 
of surrounding gas pressure, leading to the rapid formation of the solar nebula with rotating 
gas and dust surrounding the central proto-star (namely the protoplanetary disk). The 
condensed layer of volatiles on most grain surfaces could easily be vaporized or sublimated 
when the grain is subjected to a reheating event, such as adiabatic compression or passage 
through shock waves prevalent during the collapse phase and in the early active solar nebula. 
 

 
 
 

Discussion 
 
In addition to the chemical complementarity drawn from the comparison of elemental 
depletions between the ISM and the rocky planetary material, the other striking feature is the 
semi-major-axis dependency if investigating the elemental depletions in the inner solar system 
material specifically. 
 
Fig. 8 is a comprehensive comparison of elemental depletion patterns among the bulk Earth, 
CI chondrites, and other non-CI carbonaceous chondrites (CCs) normalized to the proto-Sun 

Diffuse	ISM	
(hot	ionized	gas	and	
dust	grains)	

Molecular	Clouds	
(molecular	gas	and	dust		
grains	with	condensed	icy	mantle)	

Dust	grain	core	
(possible	growth	of	
some	grains)	

Icy	mantle	
(H2O/	CO2	Ices)	

Protoplanetary	Disk	
(Solar	nebula	with	the	central	
proto-Star)	

 
 

Fig. 7:  Schematic processes of dust grains inherited from the ISM to protoplanetary disk 
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by using the highly refractory aluminium as the normalization-reference element. Firstly, we 
can compare the normalized abundance of refractory (black dots), moderately volatile 
elements (green dots) in the non-CI CCs. From this comparison we can draw a similar 
conclusion as drawn from Fig. 3, namely the approximate equality of refractory elements and 
the increasing depletions of moderately elements, versus the decrease of the elemental 
condensation temperature, in the non-CI CCs relative to the Sun. Secondly and also more 
importantly, Fig. 8 additionally incorporates the elemental depletion pattern of the Earth 
(’blue’ band in this figure) and that of CI chondrites (’red’ band), from which we can clearly 
see their different elemental depletion trends. Contrary to the depletion trends in the ISM gas 
phases, the elemental depletion magnitudes in the rocky material of our planetary system are 
anti-correlated with the elemental condensation temperature. Meanwhile, considering the 
semi-major-axis of Earth (1 AU), CI (beyond 3 AU), and other CCs (within 2-3 AU), the 
depletion magnitude for the same element decreases with increasing distance to the Sun. The 
depletion slope and the depletion-transitional elements also vary correspondingly. Analysis of 
these patterns, various comparisons and implications will be investigated in detail in Wang et 
al. (2016) [8]. But a critical conclusion that we can learn from this comparison is that the 
elemental depletion in the rocky material of our planetary system is semi-major-axis 
dependent and dominated by the effect of evaporation or sublimation. 
 

 
 
In addition, somebody may suspect whether this evaporation also works for giant gas planets 
like Jupiter. It deserves to be emphasized that evaporation or sublimation works through the 
Solar System, but it only has a significant influence on the rocky planets in the inner part of 
our system. Beyond the snowline, the effect of evaporation is considerably decreased, and 
enormous quantities of volatiles are able to survive and finally build up on those gas planets 
including Jupiter. 
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Fig. 8:  The comprehensive comparison of the elemental depletion patterns of the bulk 
Earth (’blue’ band), CI chondrites (’red’ band), and five types of non-CI carbonaceous 

chondrites along with their mean, relative to the proto-Sun. The normalization-reference 
element is aluminium. The feature of semi-major-axis-dependency of elemental depletions 
in the inner Solar System rocky material can be drawn from this comparison, analogous to 
the feature of chemical complementarity drawn from the comparison between the ISM and 

the inner Solar System rocky material. 
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Conclusions 

 
Several conclusions can be derived from the analysis of elemental depletion in the gas phase 
of the ISM and that in the rocky material of the Solar System, in terms of the chemical 
evolution processes between them:  
    1. In the gas phase of the interstellar medium, refractory and moderately volatile elements 
are depleted. The missing atoms are locked in the interstellar dust or large molecules and are 
inherited by the material that forms a planetary system. 
    2. In the (terrestrial) planetary disk, depletions of moderately volatile elements show 
complementarity with the depletions in the ISM gas phase. The progressive processing of pre-
solar grains inherited from the interstellar dust, along with newly formed solids in planetary 
disk, lead to planetesimals that form terrestrial planets. 
    3. The semi-major-axis-dependent elemental depletions in rocky planetary material are 
mainly subject to the effect of evaporation or sublimation, other than condensation that may 
govern the interstellar gas phase elemental depletion. 
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Summary: The power received by oblique incidence sounders and the power estimated
using parameterised models of the ionosphere have been compared. Statistical accumulations
of sporadic E (Es) observations verified that antenna gain models and receiver chain gains
had been well determined with root-mean-square differences of up to approximately 3dB. The
expected received power for a 3 day period was modelled using analytic ray-tracing through
an ionosphere specified by multiple quasi-parabolic parameters determined for the E, F1 and
F2 layers and the parameters height and critical frequency determined for the sporadic E
layer(s). The differences between measurement and model had means of 1-2dB with standard
deviations around 6dB for each of the E and F regions. To achieve a good match for the Es
observations, the ratio of blanketting to critical frequency was set to 20% in the Es model
suggesting a method for measuring this ratio using oblique propagation.

Keywords: Ionosphere, HF propagation, oblique incidence, multiple quasi-parabolic, analytic
ray-tracing.

Introduction

A component of the frequency management and track registration systems of the Australian
Defence Force’s Jindalee Operational Radar Network (JORN) of over-the-horizon radars
(OTHR) is a network of oblique incidence sounders (OIS). These are used to characterize
the ionosphere over Australia as an adjunct to other sensors such as vertical incidence (VIS)
and backscatter (BSS) sounders. Experimental systems have extended this network over the
last few years and, in particular, the last few months for the ELOISE experiment reported in
more detail by others elsewhere in these proceedings [1], [2].

Robust automatic scaling of ionograms from the network of OISs has enabled determination
of multiple quasi-parabolic (MQP) parameters [3], [4] characterising the 3 primary layers of
the ionosphere (E, F1 and F2), the critical frequency (foEs) and height (hEs) for up to two
sporadic E layers [5] and their variability [6]–[8].

This paper presents comparisons between measurements of the power received by OISs
and the power estimated by analytical ray tracing (ART) [4], [9] through these parameterised
models of the ionosphere.
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Received Power Model

Once the propagation path has been determined, the power received for a one-way path
can be calculated using

PR = PT (λ/4π)
2GT (βT )GR(βR)

Ld2e
(1)

where, assuming spherical geometry, the effective distance is given by, see for example [10],
[11],

d2e = re sin(D/re)
sin(βR)

cos(βT )

∣∣∣∣
dD

dβ

∣∣∣∣ (2)

and the symbols are defined as follows:

PR received power
PT transmitted power
λ wavelength
βT elevation at transmit antenna
βR elevation at receive antenna
GT transmit antenna gain (dependent on frequency and elevation)
GR receive antenna gain (dependent on frequency and elevation)
L path loss
de effective distance
re radius of the Earth
D ground range of receiver from transmitter.

The path loss, L, includes ionospheric absorption (non-deviative and deviative absorption)
and the receive antenna polarisation mismatch (3dB on average).

System check using statistical accumulation of received Es power

In order to assess the accuracy with which we can understand propagation losses and the
power measured in high frequency (HF) electromagnetic wave propagation over an ionospheric
path we wish first to understand how well we can model the equipment, antenna gain patterns
and sensitivity as a function of frequency and elevation. To this end we use a methodology
based on statistical accumulation of E region power reported previously [12], but developed
further here.

Antenna Gain

The gains of our OIS receive and transmit antennas have been modelled using Numerical
Electromagnetics Code (NEC) [13]. The gain pattern of a receive antenna, the “low angle
omni-directional (LAO) monopole”, is shown in Fig. 1. The gain pattern of a transmit antenna,
a wide-band biconical monopole designed to cover 2-45MHz (WM245), is shown in Fig. 2.
Antennas lengths are such that to cover the required HF band there are significant nulls and
gain variations across frequency and elevation.
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Fig. 1: NEC model of LAO OIS receive antenna gain

Fig. 2: NEC model of WM245 OIS transmit antenna gain

Receive Chain Gain Calibration

The gain/loss between receive antenna and receiver measurement was calibrated by injecting
a swept frequency signal into the receive path at the base of the antenna and simultaneously
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measuring the injected signal with a separate OIS receiver at the base of the antenna and
with the receiver at the end of the receive chain. The two receivers were identical within the
measurement error. The receive chain includes amplifiers and splitters for other users of the
antenna. There was found to be a variation of up to 8 dB over the various receive sites and
with frequency. This calibration has been included in subsequent model power calculations.

E Region Power Measurement

Received OIS power on short and medium length paths can be readily partitioned into that
received via 1 hop propagation from the E and Es layers and via propagation with longer
delays such as via F layer or multiple hops. This is achieved by partitioning the received
power by delay less than or greater than from a 1 hop path reflected from a height of 160km.
The peak power in the E region for a given path can be accumulated over time and an example
is shown for two paths in Fig. 3 for a 3 day period with strong Es. The power variations
appear consistent with antenna gain pattern nulls (e.g. 10 MHz for the Lynd River-Longreach
path, designated R1R <– LYN) and a diurnal and frequency dependent pattern of absorption
(lower received power at low frequencies during the day when D layer absorption is strong).
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Fig. 3: E region power for 3 days (1-3/12/2012) and 2 paths. The blue lines show the
maximum observable frequency of normal diurnal E propagation (MOF E). The power at

higher frequencies than the MOF E is from sporadic E propagation.

Paths of different lengths (varying between 300 and 2000km) and different heights produce
returns with a narrow range of effective elevations and hence a discrete set of effective
elevations of samples.
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The received power can be statistically accumulated so that we can construct the per-
centiles of received power over a month of data for each path. Choosing the 95th percentile
selects power near the maximum but reduces the impact of outliers. The 95th percentile of
received power minimizes variations from all propagation effects on power and leaves only
the frequency and elevation variations due to the antenna gain patterns. An additional filter
(designated “foEs filter” in the title of Fig. 4) was applied to the data before accumulation.
This excluded data at frequencies greater than 80% of the determined maximum observable
frequency for Es propagation (MOF Es) in order to provide the additional outlier rejection
associated with MOF Es determination so that included power measurements were more
likely from a strongly reflective layer.
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Fig. 4: Comparison of measurement and model. The blue and grey lines show the measured
power (response) with the number of contributing points above and below 1000

respectively; the continuous green lines show the modelled power for hEs = 110km; the
dashed green lines show the modelled power for hEs = 90 and 130km. The figure legends

show the corresponding elevations for these Es heights, for each OIS path, and some
statistics of differences between measurement and the hEs = 110km model for frequencies

corresponding to the blue curve.

This statistical estimate of near maximum power propagated via the E region was then
compared with the power obtained using the simple geometric model of oblique propagation
associated with a mirror reflector as given by (1) and (2).

The assumptions being made here are:
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1) Es power is from a tightly grouped set of heights and hence elevations,
2) reflection is from a spherically symmetric non-tilted layer,
3) low reflection loss can be associated with the 95th percentile of samples and
4) absorption is a secondary effect when night-time data is included.

The results of comparisons of measurement and model for OIS paths to Laverton, Western
Australia are shown in Fig. 4. The blue lines give the 95th percentile measurement curves
where the number of points contributing to the statistics is greater than 1000, the grey
curves following on at higher frequencies indicate the result when there are less than 1000
contributing points. The green curves give the model power for Es heights (hEs) of 90, 110
and 130km. These correspond to different elevations for the different ground ranges of the
different OIS paths and these are shown in the legends of Fig. 4. The measurement data is
for all heights in the E region 80-160km but the Es heights are predominantly in the range
90-130km. The missing 90km curve for the Humpty Doo to Laverton path is a consequence of
the one hop associated propagation being below the horizon. The data could be broken down
to smaller height, and hence elevation, ranges to more finely sample the elevation patterns but
this has been left as future work. Where the number of sample points was greater than 1000
the root-mean-square differences between measurement and the model with virtual height
110km were up to approximately 3dB for the four paths in Fig. 4.

This is an excellent result for validation of model HF antenna gain patterns because they
are difficult to measure directly and reliably in the field. Further, the establishment of this
methodology has provided an alternative assessment of the status of remote equipment (e.g.
detection of degradation due to weather conditions), often difficult due to the variability of
ionospheric propagation.

Propagation via all layers

The power received for a path of ground range 1506 km (Kalkarinji to Laverton designated
R2R<-KAL) is shown in Fig. 5a for 3-5 August, 2014. The black trace shows the measured
MOF F2 (maximum observable frequency for the F2 layer) for the oblique path. At higher
frequencies, power from Es propagation is occasionally visible. As discussed above, the power
received via E region propagation can be displayed separately by considering returns in the
specified delay window, as shown in Fig. 5b. Now the diurnal variation of normal E is visible,
along with weaker Es returns otherwise masked by the stronger 1 hop F2 propagation.

Multiple quasi-parabolic ionospheric model

The use of multiple quasi-parabolic (MQP) layers to model the vertical distribution of the
electron concentration [3], [9] allows oblique analytic ray-tracing if the Earth’s magnetic field
is neglected. Effects of the Earth’s magnetic field can subsequently be well approximated [4].
The 10 parameters of the MQP model characterising the 3 primary layers of the ionosphere
(E, F1 and F2) are routinely determined [5]–[8] from OIS ionograms. These parameters are
taken to represent the vertical distribution of the electron concentration in the ionosphere at
the mid-point of the OIS path. The multiple sounders, including VIS, can be used to make a
spatial model of the ionosphere [7]. But here, comparisons will be made between measurement
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Fig. 5: Received power at Laverton from the transmitter at Kalkarinji (1506km) for (a) all
delays and (b) delays corresponding to propagation via the E region. Examples of 1 hop F2

(1F2), normal E (1E) and sporadic E (1Es) are marked. The black line indicates the
automatically determined MOF F2.

and model for a specific sounder with the ionosphere modelled as geocentric and spherically
symmetric to provide a baseline for future work (e.g. models that include spatial variation,
filtering over time and various ray-tracing models).

Absorption

In the preceding section where statistical accumulations of Es data were used, and the night
time data was included with its low absorption, it was found unnecessary to include absorption
in the model. Here, it is necessary to include an absorption model and the George-Bradley
[11], [14] model has been used.

Partial reflection from, and transmission through, Es layers

A simple but effective model of partial transmission and partial reflection from sporadic E
layers is to use frequencies foEs and fbEs to characterise an Es layer. For vertical incidence,
foEs is the highest frequency reflected from the layer and corresponds to the plasma frequency
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of the highest electron density within the illumination area. The blanketting frequency, fbEs,
is the frequency below which all frequencies are strongly reflected and this corresponds to
the plasma frequency of the minimum electron density within the illumination area. Sinno et
al. [15] provide empirical formulae for the reflection and transmission losses of an Es layer
as a function of foEs, fbEs and the angle of incidence, φ, on the layer. For instance, the
expression for the reflection loss, R, is given for a frequency, f , as

R(dB) = 20log10(1 + 10pn) (3)

where
n = 2.077/log10(foEs/fbEs) (4)

and
p = f cos(φ)/foEs. (5)

Ray tracing through the non-Es layers provides the angle of incidence on the Es layer at
the specified or measured height.

Results

The modelled received power for the Kalkarinji to Laverton OIS is shown in Fig. 6 where
it is clear that it captures the main features visible in the measurement data shown in Fig. 5.
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Fig. 6: Modelled received power corresponding to the measured power shown in Fig. 5 for
(a) all delays and (b) E region propagation only.
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Also visible in Fig. 6a is the second hop F2 (2F2) leading edge with O-X splitting (e.g.
at day 215.5 the F2 leading edge is around 10 MHz and the 2F2 leading edge is around
7.5MHz). In the measurement data this is not clear, possibly indicating that our forward
scattering model over-estimates the power. Or it may simply be that the ionosphere differs
slightly at the 2 hop reflection regions and smears out the received power. Investigation of
this has been left for future work.

Differences in power between measurement and model were then determined at each time-
frequency point when both model and measurement have power levels greater than -150dBW.
This is to exclude potentially large differences in dBW at very low power levels.

The power differences (Figs. 7 and 8) have medians within 1dB of zero and standard
deviations around 6dB. This indicates that there are no major systematic errors and that
our models of the ionosphere and propagation capture a significant portion of the power
variation. While unmodelled focussing and defocussing would contribute to the variance,
residual structure in Figs. 7 and 9 indicates that there is scope for model improvement.
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Fig. 7: Power differences between measurement, Fig. 5, and model, Fig. 6, for (a) all delays
and (b) E region propagation only. The power differences have medians within 1dB of zero

and standard deviations around 6dB.

In Figs. 8a and 9a propagation via the “F plus1” region refers to propagation having delay
greater than would occur for one hop propagation with equivalent virtual height 160km. That
is, delays longer than those for one hop E region propagation. Therefore this partition of
the received power includes one hop propagation via F1 and F2 regions and multiple hop
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Fig. 8: Histograms of power differences between measurement and model for propagation
delays corresponding to virtual heights (a) greater than, and (b) less than, 160km.

propagation from all layers. Other designations such as “F plus2” refer to other methods for
partitioning the power but are beyond the scope of this paper. The term “Onboard” used in
Figs. 6-9 indicates that the MQP and Es parameters used were from the on-board real-time
processing occurring in the OIS receiver rather than from other processing of the archived
ionograms. The term “+Es20” indicates that Es was included in the model with the ratio
fbEs/foEs set to 20%, as discussed below. The term “ART” refers to ray tracing using ART
rather than other ray tracing methods. These terms in the image titles distinguish the various
processing options available to us.
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Fig. 9: Power dependence of power differences between measurement and model for
propagation delays corresponding to virtual heights (a) greater than, and (b) less than,

160km. The black dots indicate the median over 5dB wide power bins.

The ratio fbEs/foEs used in (4) was set to 20% here. This is lower than the range of values
(50-100%) found by Sinno et al. [15] and may indicate greater sensitivity in our methodology.
When a higher default value (80%) was initially used there were obvious (>10dB) differences
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between measurement and model for propagation via Es. Such an improvement obtained by
adjusting only one parameter indicates that it may be possible to estimate fbEs/foEs using
oblique propagation by this method. It is often difficult to measure fbEs directly from vertical
propagation because its frequency is often quite low.

Conclusions

For applications that use HF propagation in a manner where there are multiple paths of
propagation, it is desirable to estimate the power of all possible modes that could be received.
The work presented here represents a baseline of how well power can be estimated using
simple models of the ionosphere and propagation.

For system validation, the whole transmitter to receiver system was assessed using statistical
accumulations of oblique incidence sounder observations of propagation via sporadic E. The
95th percentile of power received via one hop propagation from the E region was taken
as representative of propagation having low loss reflection from a spherical mirror at Es
heights. The geometry under this assumption provided the elevation angles for evaluation
of the antenna gain patterns. Excellent agreement was found between measurements over
a one month period with root-mean-square differences with respect to this model of up to
approximately 3dB (with the Es height set to a typical value of 110km) providing confidence
that the system was sufficiently well calibrated. Conversely, this method provides a method
for measuring antenna gain patterns and this is particularly useful at low elevations where
the gain decreases rapidly with decreasing elevation.

Next the expected received power for a 3 day period was modelled using analytic ray-tracing
through an ionosphere specified by multiple quasi-parabolic parameters determined for the E,
F1 and F2 layers and the parameters height and critical frequency determined for the sporadic
E layer(s). Initial work showed a good match for propagation via the E, F1 and F2 layers but
showed significant differences for propagation via the Es layer(s). Subsequently it was found
that good power matching between model and measurement was achieved by adjusting the
ratio of sporadic E blanketting frequency to critical frequency (fbEs/foEs). When this ratio
was set to 20% for the 3 day period, the differences between measurement and model had a
median of approximately 1dB and standard deviations around 6dB for propagation via each
of the E and F regions. This excellent match immediately suggested a method for measuring
the fbEs/foEs ratio using oblique propagation.
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Summary:  Earth surface displacement can lead to ground hazards, namely changes of river 
flow path and collapses of private and public infrastructures. In the last two decades, 
Differential Synthetic Aperture Radar Interferometry was widely applied to monitor such 
events with great success. However, its result can be significantly degraded due to 
atmospheric phase screen (APS). Two Global Atmospheric Models (GAMs) were exploited to 
predict the APS for different interferograms generated from both C-band ENVISAT 
Advanced Synthetic Aperture Radar (ASAR) and L-band ALOS Phased Array type L-band 
Synthetic Aperture Radar (PALSAR) dataset over three test sites with differential topographic 
conditions, North China Plain, Qinghai Mountains and Ordos Basin, China, respectively. The 
result proves that such method can be applied to predict the APS reasonably well when the 
topographic change is significant over study region.  
 
Keywords:  Differential Interferometry, Global Atmospheric Model, Atmospheric Phase 
Screen.   
 
 

I. Introduction 
 
Earth surface deformation can lead to changes of river flow paths, increased flooding extent, 
as well as collapses of private and public infrastructure (Ge et al., 2014).These ground hazards 
can not only threaten individuals’ daily life and properties, but also cause major impacts on 
national economy. In the 2015 Nepal earthquake, at least 8,600 people were killed. Some 
parts of the city was destroyed all of a sudden and the economic loss totaled to more than 
US$5 billion (Ge et al., 2015). In addition, during the processing of hard rock and 
underground coal mining, thousands of miners died every year all over the world as a direct 
result of the long-term accumulated subsidence (Zhao and Jiang, 2015). Therefore, having the 
ability to measure the earth surface deformation in near real time could let us have a better 
understanding of nature hazards, and eventually minimize the impacts and help the local 
government or associated councils to make better decisions. 
 
Differential Synthetic Aperture Radar Interferometry (hereafter called DInSAR) was widely 
applied to monitor such events with great success over the last two decades in events such as 
volcanic eruption, earthquake deformations and coastline erosion. The traditional DInSAR 
process was carried out by utilizing an externally provided DEM to remove the topographic 
information from the interferogram and capture the surface changes.  The concept of DInSAR 
was first mentioned by Gabriel (Gabriel et al., 1989). However, it took a further four years 
before Massonnet demonstrated the first DInSAR result for the 1992 earthquake in Landers, 
California using the two-pass DInSAR technique. The accuracy was proved to be at 
centimeter-level, which was extremely competitive to conventional field survey techniques 
(Massonnet et al., 1993, Massonnet et al., 1994, Zebker et al., 1994). Zebker then proposed 
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the three-pass DInSAR technique in 1994; the main idea was to calculate the topographic 
phase signal by using an extra InSAR pair with very short temporal baseline (Zebker et al., 
1994). Since then, DInSAR has been applied to many applications with great successes, 
namely, glacial motion monitoring (Gray et al., 1998), observation of volcanic swelling 
(Massonnet et al., 1996, Lanari et al., 1998, Hu et al., 2009), earthquake deformations 
measurement (Massonnet et al., 1993, Massonnet et al., 1994, Zebker et al., 1994, Suga et al., 
2001, Ge et al., 2008, Hensley et al., 2009), underground mining detection (Ge et al., 2001, 
Ge et al., 2007, Hu et al., 2013), and underground water extraction monitoring (Chang et al., 
2004, Ge et al., 2014). The DInSAR technique can measure topographic surface displacement 
with a greater likelihood of high accuracies when the time gap between two image 
acquisitions is relatively small. Therefore, temporal baseline is reduced and a dense grid of 
pixels can be applied. However, there are certainly some limitations which constrain DInSAR 
performance (Ferretti et al., 2001), especially when monitoring low-velocity subsidence 
within a long time period; the differential interferograms are focused to have large temporal 
and spatial baseline with the consequence of degrading the interferogram phase and hence 
only large coherent areas can be used to extract useful information. In addition, atmospheric 
phase screen (APS) could also degrade the quality of deformation estimation.  
  
Experiments have been conducted over the past two decades by many researchers to better 
understand and mitigate the APS. Li et al. (2007) used both the Jarque-Bera and the Hinich 
methods to test the atmospheric signal in four SAR interfergrams over S hanghai, and found 
that the atmospheric signals in all interferograms are non-Gaussian distribution. Onn and 
Zebker (2006) exploited Taylor’s “frozen-flow” hypothesis to correct the atmospheric bias, 
and they proved that additional improvement can be obtained when GPS measurements prior 
and after each SAR acquisition is available. Ferretti et al. (2001) exploited the spectral 
characteristics in designing filters to model and remove atmospheric artifacts from nonlinear 
deformation. Many other researches use external data, namely, meteorological model, GPS, 
MODIS to mitigate these effects; Li et al. (2006) used the concept of power law nature of the 
atmospheric effects to remove the atmospheric spectrum with meteorological and GPS data. 
Mathew et al. (2014) proposed a method to correct both troposphere and ionosphere 
components using MODIS and Total Electron Content (TEC) data and the final result agrees 
well with GPS measurement. These methods based on external data are proposed to mitigate 
the effect and most of them can reduce the atmospheric effect by about 20-40 percentages. 
Besides, these methods often rely on the atmospheric conditions (Cloud condition) and 
external data available. Others are based on simple data analysis or numerical weather 
prediction model.  
 
APS is generally caused by the heterogeneity of the troposphere and ionosphere, of which 
troposphere mainly consists of atmospheric turbulence and atmospheric stratification, the later 
one has a major impact on the changes in vertical direction (atmospheric turbulence phase 
delay can be eliminated by using time-series analysis, such as PSI (Ferretti et al., 2001) and 
SBAS (Berardino et al., 2002) while ionospheric phase delay can be estimated using a dense 
GPS network equipped with 2-frequency GPS receivers. However, both of them are beyond 
the scope of this paper). The atmospheric stratification component is similar to orbital ramps 
and DEM errors, which are hard to distinguish from linear orbit error especially for longer 
wavelengths SAR (Agram and Simons, 2015). Recently, many researchers have tried to use 
Global Atmospheric Models (GAMs) to predict the tropospheric stratification phase delays at  
the SAR image acquisition time (Jolivet et al., 2011, Jolivet et al., 2014, Li et al., 2009). Doin 
et al. (2009) quantitatively validated the potential of GAMs (ERA-Interim (European Center 
for Medium-Range Weather Forecasts (ECMWF)), the North American Regional Reanalysis 
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(hereafter NARR), and NASA’s Modern Era-Retrospective Analysis for Research and 
Applications (MERRA)) by comparing with empirical corrections. In this paper, we chose to 
use ERA-Interim and MERRA to estimate the APSs for both C-band ENVISAT ASAR and 
L-band ALOS PALSAR datasets.  
 

II. Technology 
 
DInSAR interferometry is characterized by single pass or repeat pass interferometry 
according to the number of platform passes over the same scene. Typically, repeat pass 
interferometry is operated to capture the same area twice at different times using only one 
antenna, the time difference is called the revisit time. The basic geometry of the SAR system 
is illustrated in Fig.1, where the first acquisition is called master image and the following one 
is slave image. 

 
Fig. 1: Geometry of SAR system 

 
Based on the geometric structure showing in Fig. 1, an interferometric phase ∅ (.) can be 
obtained based on complex images (Single Look Complex) from master and slave 
acquisitions. The master and slave SLC images are co-registered precisely at first for the 
convenience of calculating interferometric phases accurately (Touzi et al., 1999).This phase 
component is closely related to the range difference according to the geometry(Zebker and 
Goldstein, 1986, Ge et al., 2007, Ng et al., 2009): 
 
Where λ is the carrier wavelength of radar pulses, θ is the look angle to the image pixel on the 
topographic surface, 𝑅𝑅𝑀𝑀  and 𝑅𝑅𝑆𝑆  are the range distances between antenna positions and 
topography target, 𝛼𝛼 is the angle between the baseline and horizontal direction, D is the 
displacement of the image pixel along LOS direction, B is the length of baseline, ∅ (.) refers 
to the raw interferogram (Rosen et al., 1996).  

∅ (.) = 4𝜋𝜋𝜆𝜆  (𝑅𝑅M -𝑅𝑅S)                                                      (1) 
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∅ (.) can also be written as equation (2) when assuming there is no ground displacement 
between two acquisition time.  

∅ (.) ≈ 4𝜋𝜋
𝜆𝜆  B sin (θ - 𝛼𝛼)                                                    (2) 

 
Then the earth ellipsoid phase need to be simulated based on orbit parameters so that they can 
be eliminated from raw interferograms. It is also known as the extension of ground surface 
along range direction (Fig. 1), which is called flat earth effect. The flat earth phase can denote 
as the following equation when assuming that the topography is absent from the reference 
surface: 

∅  =  4𝜋𝜋
𝜆𝜆  B sin (𝜃𝜃0 - 𝛼𝛼)                                                       (3) 

Where ∅  is referred to flat earth phase, by removing the phase component from ∅ (.), the 
result “flattened” phase is given: 
 

∅  = ∅ (.) - ∅  =  4𝜋𝜋
𝜆𝜆  B cos (𝜃𝜃0 - 𝛼𝛼) 𝛿𝛿𝜃𝜃                                (4) 

The relationship between 𝛿𝛿θ and height of the target h is given by (Rosen et al., 1996): 
 

𝛿𝛿𝜃𝜃 ≈ ℎ
𝑅𝑅M sin 𝜃𝜃0

                                                                 (5) 

 
Where 𝜃𝜃0 the local incidence angle, h is the topography target height refers to the reference 
surface, 𝛿𝛿𝜃𝜃 is the difference between 𝜃𝜃 and 𝜃𝜃0 .  
 
It is worth nothing that the above equation is a purely based on geometric structure. In reality, 

the ground deformation, orbital error, atmosphere disturbance and noise information should 

be considered as well, therefore, the new equation is become: 

∅  = ∅  + ∅  +∅  + ∅  + ∅                              (6) 

Here, these five components denote phases contributed by underground feature deformation, 
topography, orbital, atmosphere artefacts, and noise. Among which, topographic phases ∅
is normally removed by importing an external data contains terrain information. As a result, 
such component can be simulated based on this external data, in this paper, a three arc-second 
(approx. 90m resolution) Digital Elevation Model was generated by the version 2 Shuttle 
Radar Topography Mission (SRTM) to remove the surface information from the 
interferogram. However, due to the inaccuracy of the DEM, there will remain some noise 
contributed by topography residual phase, such noise can be eliminate with high quality 
DEM, and we assume this part is included inside of ∅ . 
 
The phase component ∅  is made up of linear-component dominant phase and nonlinear 
phase, the linear component can be eliminated by using ground control points. An alternative 
way to do this is by applying a FFT to transfer the interferometric signals into the frequency 
domain and measure the frequency of the signal with maximum power, which is called 
residual phase changing rate (Zhang et al., 2009, Ng et al., 2012). However, residual nonlinear 
topographic residual phases caused by orbital errors, are difficult to remove and therefore are 
considered to be included in ∅ .  
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The phase component ∅

. A python based atmospheric correction tool – PyAPS was exploited to estimate 
the stratified troposphere delay from GAMs (Jolivet et al., 2014), and removed from the 
differential interferogram. The detailed equation can be found in Du et al. (2016). A 5 x 5 low 
pass adaptive filter was then exploited to eliminate the component ∅  
 
At last, a differential interferogram mainly composed of deformation phases can be obtained. 
Because interferograms are based on relative phases (-π to π), the conversion processes to 
obtain absolute values are necessary so that the relationships between phases and 
displacement values can be built, which is also known as phase unwrapping. The relationship 
between deformation phase and displacement value D is presented in equation (7) (Fornaro et 
al., 2009). The processing flowchart of DInSAR technique can be found in Figure 2.   
 

     ∅ = - 4π𝜆𝜆 𝐷𝐷                                                                  (7) 
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Fig. 2: Processing flowchart of DInSAR technique 
III. Result and Discussion  

 
ERA-Interim is a global reanalysis of ECMWF, which can provide a global 0.7° grid’s 
estimation of water vapor partial pressure, temperature and geopotential elevation along 37 
pressure levels every 6 hours daily (Start at 0:00 UTC). MERRA is also a global atmospheric 
reanalysis, which can be utilized to estimate the same variables during the same period of 
time. The difference is that MERRA is along 42 pressure levels on a global grid (0.5 ° x 0.75° 
along longitude and latitude, respectively). The detailed description of ERA-Interim and 
MERRA can be found in Dee et al. (2011) and Rienecker et al. (2011), respectively.  
 

Table 1 Images for Interferometric Pairs Used 
 

Location Satellite Orbit  Interferometric 
Pair Date 

(dd/mm/yyyy) 

Incidence 
Angle 

Line/Pixel 
Spacing 

Perpendicula
r Baseline 

(m) 
Qinghai ALOS-1 Ascending (Track 

477 Frame 714)  
13/06/2009-
29/07/2009 

 38.7°  18.7 m/ 
19.1 m 

112.5 

North 
China 
Plain 

ALOS-1 Ascending (Track 
447 Frame 750, 

760,770) 

25/01/2010-
12/03/2010 

38.7° 18.7 m/ 
19.1 m 

 
602.89 

Ordos ENVISA
T 

Descending (Track 
176 Frame 2805) 

04/12/2011-
02/02/2012 

23° 15.6 m/ 
25.5 m 

110.7 

 
In this paper, the experiments were conducted over Qinghai Mountains, North China Plain 
and Ordos Basin, China, respectively with 3 pairs of SAR images acquired from L-band 
ALOS-1 PALSAR and C-band ENVISAT ASAR (Table 1). Since the acquisition time for 
ALOS and ENVISAT were 2:00 pm UTC and 3:00 am UTC, respectively, the APS (derived 
from both GAMs) for ALOS were estimated at 12:00 pm UTC while the APS for ENVISAT 
were estimated at 6:00 am UTC.  
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Fig. 3: (a)DEM over Qinghai Mount (b) The primary differential interferogram (c)The de-
ramped differential interferogram without denoising (d)The de-ramped differential 

interferogram (e)APS derived from MERRA (f) Differential interferogram after APS 
correction. The de-ramped interferogram is generated from ALOS-1 PALSAR pairs of June 

13, 2009 and July 29, 2009. 
 

Figure 3 shows a 46 day interferogram covering an area in Qinghai Mountains, extending 
from Guoyaming Zhen in the southwest to the Riyue Shan in the north. The elevation change 
is from 2189 meter to 4860 meter. The spatial perpendicular baseline 𝐵𝐵⊥ is 112.5 m. Due to 
the relatively short temporal baseline, we consider the deformation signals are negligible. An 
example of linear oribt error overpriting of the APS signal is shown in Figure (b) and (c). The 
APS prediction derived from MERRA (Figure 3 (e)), reproduces the refined de-ramped 
differential interferogram reasonably well (after low adaptive filter) (Figure 3 (d)). It is clear 
that most blue fringes near Riyue Shan,  Guomaying Zhen and Meilong Si are correlated with 
elevation, which are referred to the atmospheric stratification phase delay. However, some of 
the predicted patterns are not seen in Figure 3 (d), e.g. the northeastern phase delay marked 
with red rectangular box. Figure 3 (f) is the differential interferogram after the APS correction. 
At this stage, most elevation related atmospheric fringes have been removed. Phase 
unwrapping process then can be applied to Figure 3 (f).  
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Fig. 4: (a) DEM over Ordos Basin (b) The de-ramped differential interferogram  
(c)APS derived from MERRA (d) Differential interferogram after APS correction. The de-
ramped interferogram is generated from ENVISAT ASAR pairs of December 04, 2011 and 

February 02, 2012. 
 

Figure 4 demonstrates a 60 day interferogram over Ordos Basin, the elevation change is 
ranging from 1197 m to 1580 m, which is not significant (Figure 4 (a)). The spatial 
perpendicular baseline 𝐵𝐵⊥ is 110.7 m, and we also assume there is no deformation during this 
relative short period of time. Figure 4 (b) is the de-ramped interferogram generated from 
ENVISAT ASAR pairs of December 04, 2011 and February 02, 2012. The blue fringes of the 
interferogram from the west to the middle part, which are correlated with elevation to some 
extent, has been removed from Figure 4 (d). However, no clear correlation is visible in the 
northeast parts marked with red rectangular box. Apart from that, the APS predicted from the 
outputs of MERRA (Figure 4 (c)), reproduces the observed phase in the de-ramped 
differential interferogram quite well with a reduction of standard devation of 31.5% in Figure 
4 (d). It is worth noting that some atmospheric stratified signals not well modelled, especially 
over the northeast parts, are in low-elevation terrains. In this case, MERRA produce poor 
relationship between phase and elevation on low-elveation terrains.  
 

 



Proceedings from 15th Australian Space Research Conference, 2015      Page 203

 
 

Fig. 5: (a) DEM over North China Plain (b) The de-ramped differential interferogram  
(c)APS derived from ERA-Interim (d) Differential interferogram after APS correction. The 
de-ramped interferogram is generated from ALOS-1 PALSAR pair of August 09, 2009 and 

February 09, 2010. 
 
 

Figure 5 (a) shows the DEM information over North China Plain, the range of the elevation is 
from 0 m to 67 m. Figure 5 (b) is the de-ramped differential interferogram generated from 
ALOS-1 PALSAR pairs of January 25, 2010 and March 12, 2010, the image contains some 
noise because of the large perpendular baseline of 602.89 m. Figure 3 (c) is the predicted APS 
from ERA-Interim reanalysis, while Figure 4 (d) is the refined differential interferogram after 
the APS correction. It is clear that ERA-Interim fail to predict the atmospheric phase delay.  A 
possible explaination is that the study region is within low-elevation terrains with the 
elevation change of 67 m, which is not significant. Therefore, atmospheric turbulence phase 
delay should be the dominant factor. Besides, some anthropogenic activities marked by blue 
rectangular box could also cause phase difference.  
 

Conclusion and Future work  
 
In this paper, we initially gave a brief description of a new DInSAR approach and SAR 
images acquired from two satellite radar sensors: ALOS-1 PALSAR and ENVISAT ASAR 
were utilized to generate the differential interferograms over three test sites with different 
topographic conditions, North China Plain, Ordos Basin and Qinghai Mountains. Two GAMs 
(MERRA and ERA-Interim) were then exploited to estimate the atmospheric stratification 
phase delay. Both of them can provide reasonable results, e.g. a reduction of standard 
deviation account for 31.5% was estimated in Ordos Basin. However, there are still some 
residual atmospheric phases not being well modelled by these two GAMs. Three possible 
reasons might be: 1) some anthropogenic activities over these regions. 2) parts of the study 
region are within low-elevation terrains, where the range of topographic change is small. 3) 
The estimation time for atmospheric stratified phase delay is slightly different from SAR 
image acquisition time. For the future work, we would like to model the APS for X-band 
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satellites, for example, TerraSAR-X and COSMO-SkyMed, and further evaluate the 
effectiveness of this method. 
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Summary:  The occurrences of 1.5 GHz daytime scintillations were recorded simultaneously 
at the Universiti Kebangsaan Malaysia (UKM) and a station at Langkawi during November 
and December 2010. The characteristics of daytime GHz scintillation and their relationship 
with E-region irregularities in the equatorial region were investigated. Ground-based 
measurements of scintillation were analyzed together with those of amplitude scintillation 
from Global Navigation and Satellite System (GNSS) radio occultation (RO) observations. 
Ground-based scintillation observations showed that strong amplitude scintillation with the S4 
index exceeding 0.6 was frequently observed at UKM, but not at Langkawi, which is located 
closer to the magnetic dip equator. The results obtained from GNSS RO measurements 
revealed that daytime GHz scintillations observed at the two equatorial stations, UKM and 
Langkawi, were likely associated with blanketing sporadic (Esb). 
 
 
Keywords:  Ionospheric Scintillation; Blanketing Sporadic E; Radio Occultation, GNSS 
 

Introduction 
 
Interactions of several atmospheric and ionospheric parameters occasionally generate thin-
sheet layers of enhanced electron density in the altitude range between 90 and 110 km, with 
thickness of 0.5 – 5 km and a horizontal extent of 10-1000 km [1]. These thin sheets are 
called sporadic E (Es) layers because of their apparent intermittent appearances in time and 
space. The understanding of the Es formation process in mid-latitudes is explained via the 
wind shear theory proposed by Whitehead [1]; however, this theory fails to operate at dip 
equator, where inclination angles are very small [2]. Therefore, a better understanding of 
formation of this phenomenon at equatorial region is required. 
 
Ionospheric scintillations at gigahertz (GHz) frequencies have been observed during both 
daytime and nighttime [3, 4, 5]; these studies have suggested that nighttime GHz scintillations 
arise from electron-density irregularities in the F region, while daytime GHz scintillation 
appear to be associated with blanketing sporadic E (Esb). Most of the studies of Esb related 
scintillation have focused on occurrences in the mid-latitude and low-latitude regions, where 
Esb can form from the presence of wind shear. Hence, the question arises, what happens in the 
equatorial region, where the inclination angle is very small. Our discussion, above, shows that 
little is known about both the nature of Esb and daytime GHz scintillations near and in the 
equatorial region. Given that we have a database of scintillations that was compiled from GPS 
measurements made from two stations in the equatorial region we elected to investigate the 
occurrences of Esb in association with daytime GHz scintillations. In this paper, we present 
results from an analysis of daytime GHz scintillation data recorded by GPS ground-based 
stations, UKM and Langkawi, in the equatorial region. To identify the occurrence of Esb over 
these two stations, we have used GPS-COSMIC radio occultation data. 
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Data and Methodology 
 
The results presented herein were all derived from observations at two stations UKM, and 
Langkawi recorded by a dual-frequency GPS receiver, GSV4004 in November and December 
2010. Details of the stations locations are shown in Table 1. We analysed only those data on 
which observations at both stations are available.   
 

Table1. Information on stations 
Station Geographic Latitude Geographic Longitude Dip Latitude 
UKM 
Langkawi 

  2.55 N 
  6.19 N 

101.46 E 
  99.51 E 

5.78 ͦ S  
1.90 ͦ S      
 

 
The GSV4004 receiver is specifically designed to measure amplitude scintillation at the L1 
(1.575 GHz) frequency for each GPS satellite. The intensity of amplitude scintillation is 
quantified with the S4 index, which is derived from the detrended signal intensity (SI) [6]. 
The GPS receiver provides the S4 index every 60 s [6]. This study is based on the analysis of 
the S4 index database. The amplitude scintillation recorded by the GSV4004B receiver has 
two parameters, total S4 (S4t) and S4cor. The total S4 (S4t) is computed over a 60-second 
interval in real-time but includes the effect of ambient noise. In this work the corrected S4 
was calculated by removing the ambient noise using the following Eq. (1) 
 

2 2
4 4cor4 S S tS                                 (1) 

 
To investigate daytime ionospheric scintillation activity, the S4 index has been analysed 
during 0600-1800h LT (2200-1000h UT). In addition an elevation angle of greater than 15º 
was adopted to reduce the multipath effects in this analysis, which is similar to the analyses 
by other researchers [7, 8]. The daytime scintillation events were classified into three levels: 
strong S4 ≥ 0.4, moderate 0.3 ≤ S4 ≤ 0.4 and weak 0.2 ≤ S4 ≤ 0.3. 
 
To be considered daytime scintillation the following threshold conditions of S4 > 0.2 for more 
than 4 min were implemented. Following Seif et al, 2015, three criteria were used to minimize 
the effects of multipath in our observations; they are as follows: (1) Set a threshold value 
where only the satellite signals that arrive at the receiver with an elevation angle of greater 
than 15° were used,  (2) Consider times of lock greater than 240 s. In fact, the ‘lock time’ of 
the satellite signal is a useful parameter to allow the lock time of the receiver to be observed 
for each satellite pass. In other words, if the receiver loses lock, or does not maintain lock 
long enough (i.e. < 240 s), then the data can be disregarded, and (3) Use a multipath 
elimination technique to distinguish whether the S4 measurements were caused by 
scintillation or multipath [6]. 
 
The COSMIC Data Analysis and Archive Centre (CDAAC) provide the “scnLv1” data, which 
is the time series of amplitude scintillation (S4 index) for each RO event. The 1-Hz S4 index 
is used to represent the occurrence of the ionospheric irregularities in the E region. 
Specifically, we use the occurrence rate of S4 larger than the threshold of 0.3, which implies 
moderate to strong scintillation. Please note that we use the maximum S4 index from each RO 
profile rather than the whole profile to make the statistical analysis of the irregularity 
occurrence. There are two main reasons why the GPS RO S4 is different from the ground-
based measurements: (1) the geometry with respect to the plasma irregularities is substantially 
different, and (2) the on-board GPS receivers measure the root-mean-square of the intensity 
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fluctuations over a 1 s interval, which is not strictly an S4 index, but rather an approximation 
[9]. As demonstrated by Wu et al. [10], Arras et al. [11], and Chu et al. [12], the 50-Hz signal-
to-noise ratio (SNR) from the occultation antenna could also be used to identify Esb 
occurrence and it might have a higher percentage than 1-Hz S4 used here if the vertical scale 
of Es is less than ~2 km (roughly corresponds to ~1 Hz sampling). Therefore, in this study, 
the Esb occurrence is represented by the occurrence rate of the S4 index larger than 0.3 in the 
altitude range of 90 to120 km.  
 
 

RESULTS 
 
Occurrence of Daytime Scintillation Observed at Two Equatorial Stations 

 
Fig.1 shows the percentage occurrence of daytime scintillation events observed from 
November to December 2010 at UKM and Langkawi stations. The comparison of daytime 
GHz scintillation is interesting because of the location of the stations, which enables us to 
study Esb in accordance with daytime GHz scintillation occurred at two equatorial stations, 
where Langkawi represents measurements very close to the magnetic dip equator and UKM 
denotes a station far away from the magnetic dip equator. It is clear from Fig.1 that the 
percentage occurrence of daytime scintillations events observed at UKM station is much 
higher than at Langkawi. The implication is that scintillation is less frequent at the dip equator 
and more intense away from the magnetic dip equator. This also suggests that daytime 
scintillation varies with latitude. This is consistent with the result obtained from Oyinloye 
[13] who showed the occurrence of Esb at dip equator is very low and becomes enhanced with 
increasing the latitude. Hence, this shows scintillations are most likely to be associated with 
Esb. 
 
 

 
 
Fig 1. Percentage occurrences of daytime GHz scintillations observed at two GPS stations 
UKM (dip latitude = 5.78°S) and Langkawi (dip latitude = 1.90°S) in November and 
December 2010. 
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Daytime GHz Scintillation and its Relationship with Esb 
 
Further analyses were conducted to verify the relationship between daytime scintillation and 
Esb. In order to explain daytime scintillation associated with thin layer Esb, we present a model 
of a horizontal Esb layer, which displays the variation of the propagation path length as a 
function of elevation angle through the Esb layer. This model allows us to compare S4 values 
measured at one elevation angle with those measured at another elevation angle. In fact, we 
use the distribution of S4 index as the distribution of irregularity strength. 
 
We are interpreting this observation in terms of changes in the propagation path length 
through an Esb layer; that is, horizontally stratified and uniformly filled with scintillation-
producing irregularities. That is, the Esb layer should be at a fixed altitude above the surface of 
the Earth, and the thickness of the layer will be measured in the direction from the center of 
the Earth upward through the location of interest. Using this geometry, we draw a curve that 
represents the propagation path length as a function of elevation angle. Then, we assumed all 
increases in S4 are produced only by the propagation path length, we can then draw a curve to 
fit that shape.  
 
For this purpose, we assume that the Esb layer is a horizontal slab of some thickness and 
contains some irregularities in plasma density. If we look vertically through that slab, the 
propagation path length would be the thickness of the Esb layer. We then assume that the 
irregularities, integrated through the thickness of the Esb slab, produce scintillation. This 
should be the minimum value for S4 for this example, where scintillation occurred at 90º 
elevation angle. As the elevation angle decreases from 90º, the propagation path through the 
Esb slab becomes oblique. This oblique path length should be longer than the path length in 
the vertical direction. For this horizontal slab and a flat earth, the oblique path length should 
equal to the vertical path length (the thickness of Esb layer) divided by the sine of the 
elevation angle. We then apply this equation in order to draw a curve in Figures 2 and 3 to 
show whether the plasma-density fluctuations are approximately the same strength over the 
two stations UKM and Langkawi. 
 
Fig. 2 shows scintillation (S4 index, black region) as a function of elevation angles at UKM in 
November 2010. The red curve displays the variation of the propagation path length as a 
function of elevation angle through the Esb layer. It shows that the scintillation tends to occur 
at low elevation angles. Thus, this finding suggests that the propagation path length may be 
important. However, it can be seen clearly that bursts of enhanced scintillation (S4 index) 
occur, which are not necessarily confined to low elevation angles. This result is consistent 
with the earlier findings that GHz scintillations from Esb at low latitudes are relatively rare. 
The bursts of S4 index enhancement at UKM seem consistent with the latitudinal distribution 
of Esb.  
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Fig 2.  Distribution of scintillations (S4 index) as a function of elevation angle observed at 
UKM in November 2010.  
 
Fig. 3 shows scintillation (S4 index, black region) as a function of elevation angle at the 
Langkawi station in November 2011. In other words, we assumed that the irregularities in the 
Esb layer have some fixed intensity. Thus, the scintillation strength becomes proportional to 
the irregularity strength multiplied by the oblique propagation path length. This should mean 
that the S4 index value at 90º elevation angle is proportional to the irregularity intensity. 
Then, if all increases in the S4 index value are produced only by the propagation path length, 
we draw a red curve to fit that shape. In our plot of all the S4 values versus elevation angle, 
the top value seems to follow a curve that may resemble this kind of curve. All points above 
the red curve are associated with scintillation events when the irregularity strength increased 
substantially. 
 
The finding that the top of the black region of the UKM plot is not as smoothly varying as the 
Langkawi curve suggests that the irregularities are not uniformly distributed in the layer. The 
higher S4 in the near-vertical direction over UKM compared with Langkawi is suggestive of a 
latitudinal dependence. The variability of the top of the black region of the UKM curve may 
also have latitudinal dependence, which is most likely to be associated with the magnetic-dip 
latitude. In fact, the irregular variation in the upper boundary of the black region suggests that 
Esb is patchy, not only in latitude but also in longitude. This behavior is consistent with the 
expected behavior of Esb [14]. 
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Fig 3.  Distribution of GHz scintillations (S4 index) as a function of elevation angle observed 
at Langkawi. 
 

Geographic Location of Scintillation Events 
 
To determine where daytime scintillation occurs at two equatorial stations UKM and 
Langkawi, the geographic distribution of daytime scintillation is presented in Fig. 4.  
 
Fig. 4 shows the geographical location of scintillations for three ranges of S4 indices. The 
locations correspond to their ionospheric pierce point (IPPs) for an altitude of 110 km. Two 
sets of colors are used: cool set (blue, magenta, and dark red) for Langkawi and warm set 
(green, yellow, and red) for UKM. The curved, light blue and green bands indicate the IPPs 
tracks from various GPS satellites, where S4 is negligible. The locations of the two stations 
are shown by triangles.  
 
As can be seen from the Fig. 4 daytime GHz scintillation events occur frequently over UKM 
and Langkawi, where satellite elevation angles are low. This finding is consistent with the 
idea that scintillation-producing irregularities are embedded in a relatively thin layer, and 
longer path lengths through irregularities are necessary to produce significant scintillations (as 
our model shows  in previous section). This need for low elevation angles is also consistent 
with the idea that Esb layers are involved. This is also consistent with results obtained by Zeng 
and Sokolovskiy [15] who used GPS RO, and concluded that the scintillations resulting from 
Esb were a result of wave interference caused by defocusing of the GPS signal within the Esb 
layer. This mechanism works for low elevation angles. 
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Fig.4. Geographic distribution of daytime scintillation events (S4 index) at different 
levels measured at all GPS satellites observed at UKM and Langkawi in November 
and December 2011 over Malaysia. The levels of scintillation intensity at UKM are 
coded for S4 ≥ 0.2 (green), S4 ≥ 0.3 (yellow), and S4 ≥ 0.4 (red), while those at 
Langkawi are coded as S4 ≥ 0.2 (blue), S4 ≥ 0.3 (magenta), and S4 ≥ 0.4 (dark red). 
The red dashed line shows the location of the magnetic-dip equator.  
 

 
Radio Occultation Comparison 

 
In this paper, the COSMIC RO observations during November and December 2010 were used 
to study the relationship between Esb and daytime GHz scintillation occurrence. Specifically, 
the 1-Hz S4 index from COSMIC POD antennas are used to identify the daytime ionospheric 
irregularity occurrences in the E region such as Esb. 

 
The percentage occurrence of scintillations at UKM and Langkawi in association with Esb 
using RO data in November and December 2010 is presented in Fig. 5. The statistical results 
indicate association of scintillation and Esb during daytime at UKM and Langkawi stations in 
Malaysia. Note that the statistical results obtain from this study should be different from 
ground based GPS receivers because of different observational geometry. The ground based 
GPS receiver should be less sensitive to the Esb.  
 
To investigate occurrence of Esb using RO during this period, we measured RO events in the 
E region (altitude between 90 to 120 km), which are attributed to presence of Esb [14]. The 
tangent point locations for each RO event used in this study only limited to the daytime 
(0600-1800 LT), longitude (93ºE-106ºE ) and latitude (3ºS-10ºN) in the time of S4 was 
measured. 
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Fig. 5:  The percentage occurrence of daytime GHz scintillation events in association with 
Esb. Occurrence of Esb with COSMIC radio occultation observations were measured from 
longitude (93ºE-106ºE) and latitude (3ºS-10ºN) in November and December 2010. 

 
Conclusion and Summary 

 
 
This paper concentrated on study of Esb using daytime GHz scintillation in the equatorial 
region in Malaysia, where little or no previous information existed. Characteristics of the 
daytime GHz scintillation using GPS ground based stations show daytime GHz scintillation is 
weak, where is very close to the magnetic dip equator and is intense and more frequent away 
from the magnetic dip equator. A preliminary comparison has been done in the present paper 
between the Esb measurements of L1 C/A code at 50-Hz sampling rate obtained from GPS-
COSMIC radio occultation and the simultaneous observations of ground-based scintillation 
indicate that Esb is associated with daytime GHz scintillation. Further analysis has been 
conducted to support this idea; that is, elevation angle-dependence of daytime GHz 
scintillation also shows irregularities consistent with thin layer Esb and support interpretation 
that thin layer Esb responsible for producing daytime scintillation.  
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Summary: 
 
 A Travelling Ionospheric Disturbance (TID) passing over Adelaide, Australia was observed 
simultaneously in 630.0 nm airglow images and high time resolution 2 – 22 MHz ionospheric 
sounder data by the Defence Science and Technology Group (DST group) on the 27th of 
January 2014 from approximately 10 UT to 20 UT. A comparison between the two 
observations shows a strong inverse correlation between the night-time ionospheric virtual 
height measurement, h'F, and airglow intensity in both large and small scale features. This 
event was unusual in two ways: a) it occurred at solar maximum and b) part of the TID split 
into a smaller TID before reforming. TID wavelength, velocity and period parameters 
calculated from both airglow and high-frequency (HF) radio measurements and are found to 
be in agreement.  
 
Keywords: Airglow imaging, ionospheric studies, thermospheric banding, TIDs 
 
 

Introduction 

Travelling Ionospheric Disturbances (TIDs) are quasi-periodic waves commonly seen in the 
ionosphere during geomagnetically quiet times. They are divided into small, medium and 
large scale classes by velocity, period and/or wavelength but accepted definitions vary widely 
[1-4]. Large scale TIDs (LSTIDS) have periods ranging from 45 minutes to several hours, 
horizontal speeds of 200-1000 m/s and wavelengths ~1000 km [5]. They are thought to result 
from geomagnetic storms in auroral zones and travel westward and equatorward [3].  
 
Medium Scale TIDs (MSTIDS) have periods ranging from 30-90 minutes, horizontal speeds 
of 50-100 m/s and wavelengths of 100-300 km [6]. They arise from a variety of sources 
including tropospheric jet streams, atmospheric gravity waves, cold fronts and passage of the 
solar terminator [5]. Night time MSTIDs tend to travel equatorward and westward in the 
southern hemisphere and are associated with electro dynamical forces [4]. Their daily and 
seasonal variation is thought to be due to field-aligned irregularities embedded in the Sporadic 
E (Es) layer [7]. Long term (7 – 10 years) studies over Brazil [1, 8] and Indonesia [2] suggest 
that MSTIDs occur almost exclusively at solar minimum with the rate of observed MSTIDs 
decreasing with decreasing solar activity.  
 
Small-scale TIDs are less well understood but may be associated with local convective 
activity, lightning strikes and cold fronts propagating into the ionosphere [3]. They have 
periods of less than 30 minutes and wavelengths of less than ~100 km [5]. 
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When TIDs are present at F-layer altitudes they cause a characteristic periodic rise and fall in 
bottom side F-layer measurements recorded by High Frequency (HF) radio sounders [1, 9, 
10], Incoherent Scatter Radars (ISR) [11-13] and GPS-TEC ground and space based 
instruments [4, 14]. Increasingly, F-layer TIDs are imaged using all-sky airglow imagers [15-
18] due to their low cost / good sky coverage benefit. A single airglow imager can cover a 
180 degree field of sky much more cheaply than an array of GPS sensors or a satellite based 
sensor.  
 
F-layer 630nm red airglow is a result of the three step chemiluminescent reaction [2, 13]:  
 

𝑂𝑂+ +𝑂𝑂2 → 𝑂𝑂2+ + 𝑂𝑂 (1) 
𝑂𝑂2+ + 𝑒𝑒− → 𝑂𝑂( 𝐷𝐷1 ) +𝑂𝑂 (2) 
𝑂𝑂( 𝐷𝐷1 ) → 𝑂𝑂( 𝑃𝑃3 ) + ℎ𝑣𝑣630 .0𝑛𝑛𝑛𝑛  (3) 

 
so that airglow production is dependent on both electron and O+ density which are 
approximately equal at F-layer altitudes making it a sensitive indicator of F-layer height [19]. 
Daytime airglow intensity is dominated by solar ionization with a small contribution from re-
combination whereas night-time airglow is fuelled by recombination alone. The change in 
airglow intensity from day to night can take 2-3 hours to stabilize after sunset [20].  
 
As airglow brightness is dependent on species density, the passage of a TID through the F-
layer is indicated by a series of parallel dark and light bands in 630 nm airglow images 
travelling in a direction perpendicular to their alignment [6, 13, 17, 20]. Due to the Earth’s 
magnetic field and direction of rotation, airglow bands tend to align northwest to southeast in 
the Northern hemisphere travelling southwest  [20] whereas in the southern hemisphere, they 
align northeast to southwest and travel northwest [5, 19, 21].   
 
Studies of airglow correlation with HF [1], incoherent scatter radar [11, 13] and TEC 
measurements [14] have found that dark airglow bands are associated with increasing F-layer 
heights and the bright airglow bands with decreasing F-layer heights. This brightness/F layer 
height relationship is also seen in ‘brightness waves’ [12] and plasma bubbles [16, 22]. 
 
This paper examines TIDs observed near solar maximum in January 2014 using all-sky 
630 nm airglow images and HF sounder ionogram data over one night of experimental 
opportunity. Wavelengths of various components of TIDs are calculated using HF and 
airglow data and the results compared. 
 
 

Equipment 

Airglow imager 

The Defence Science and Technology (DST) Group’s Thermospheric Radar Airglow 
Correlation Experiment (TRACE) imager has operated from Edinburgh, SA (34.7S, 138.62 E) 
since January 2012 in support of atmospheric studies at altitudes of interest to High 
Frequency (HF) Over-The-Horizon Radar (OTHR). It images airglow originating from 
altitudes of around 96 km (E layer) and 250 km (F layer).  
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TRACE consists of a Keo Sentry camera with 180 degree field of view (FOV),  24mm / F4.0, 
achromatic fisheye lens and a 16 bit back illuminated 1024 x 1024 CCD with a pixel size of 
13.3m x 13.3m  [23]. The imager’s FOV corresponds to image diameters of ~1000 km at 
an altitude of 250 km at F-layer heights [24]. 
 
The TRACE imager has five available 2 nm bandwidth filters designed to isolate airglow 
lines originating from altitudes in the E and F ionospheric regions. They are centred on: 
557.7 nm O(1S) oxygen emission primarily from an altitude of 96 km, 630.0 nm O(1D) 
oxygen emission (250 km), 777.4 nm O(5P) oxygen emission (350 km), 589.3 nm sodium 
doublet emission (92 km) and 572.4 nm used to measure local non-airglow background 
conditions (the control image). Images are obtained in a continuous cycle through selected 
filters with typical exposure times of 2 minutes. F-layer airglow reported in this paper is 
imaged at 630 nm with 2 minutes exposures taken approximately 8 minutes apart.  
 
HF Sounders 

 
DST Group’s HF Vertical Incidence Sounder (VIS) [5, 25] is located at Woodside Army 
Barracks, South Australia and consists of a cross-delta antenna with 24 m mast and 21 m arms 
for transmission and a crossed magnetic loop antenna for reception. A second temporary 
receiving antenna is occasionally located 40 km away at the St Kilda receiving station 
forming a Quasi-Vertical Incidence Sounder (QVIS) with an ionospheric probe point half way 
between the two sites. The transmitted waveform is a continuous-wave (CW) signal swept 
linearly in frequency from 2 – 22 MHz (a chirp) via a solid-state digital waveform generator 
fed into a 100 W power amplifier (although transmitted power was nominally 50 W). The 
receivers use a digital sweeping oscillator feeding into a wide-band A/D, and a GPS to 
maintain time synchronisation. An ionogram of both Ordinary (O) and Extraordinary (X) 
polarisation mode data was produced approximately once a minute in both the VIS and QVIS 
systems. 
 

Experimental overview 

From December 9, 2013 to February 16, 2014, HF Radar Branch of DST Group, South 
Australia, conducted an HF radio wavelength sounding experiment as part of the JORN VIS 
replacement project [25] using the Woodside VIS and St Kilda receive Rx in the vicinity of 
TRACE, located at Edinburgh. The locations of TRACE, the Woodside VIS, the St Kilda Rx 
and the two ionospheric probe points are shown in Figure 1a. The two sounders lay within 
TRACE’s 1000 km field of view (see Figure 1b) which presented an ideal opportunity to 
explore airglow / HF sounder correlations. The results presented here were obtained on the 
27th of January, 2014 during a geomagnetically quiet (Kp = 1) period.  
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Figure 1a) The layout for HF sounder testing and TRACE and b) the TRACE FOV showing 
the position of the ionospheric Woodside and ST Kilda sounders relative to TRACE. The 
probes are the ionospheric sampling points of the Woodside-St Kilda QVIS path and 
Woodside VIS.  
 
 

HF Observations and Analysis 

Figure 2 shows four example ionograms recorded by the VIS (top row) and QVIS (bottom 
row) during the night of the 27th January 2014. The O mode is plotted in red and the X mode 
in blue. Both splitting of the F-layer trace and spread F is seen at 16:10 UT and 18:19 UT. 
Multi-hop Sporadic E (ES) is also evident. 
 

 
Figure 2 Woodside VIS (top) and Woodside-St Kilda QVIS (bottom) ionograms obtained on 
the night of the 27th January, 2014Group delay vs Frequency for two hourly intervals (UT). 
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The O and X mode ionograms are processed separately using the automatic method outlined 
in Harris et al. [25] to determine the bottom side ionospheric layer heights. An example of the 
virtual height analysis of two O mode ionograms at 12:07 UT and 16:10 UT from the 
Woodside VIS is shown in Figure 3. The thin green and thin orange lines are both the F2 trace 
and purple and the thick green lines are both the true height estimate. The true height 
estimates are produced from the ionospheric inversion process. It can be seen that the F2 layer 
height has risen by approximately 20 km from 12:07 UT to 16:10 UT as the ionogram 
becomes more disturbed. X mode data (not shown) exhibits a similar trend.  
 

 
Figure 3 Virtual height estimates from two O mode ionograms from Woodside VIS taken at 
12:07 UT and 16:10 UT on 27th January, 2014. 

 
 Figure 4 shows the minimum virtual height detected for the various ionospheric layers over 
time derived from a) Woodside-St Kilda QVIS and b) Woodside VIS data. The time 
resolution is approximately 1 minute. The identified layers are indicated; green: day-time F2 
(h'F2) which become the night-time F (h'F), purple: E (h'E) and blue: sporadic E (h'Es). 
Significant spread F was seen throughout the night. Wave-like variation in night time h'F 
from ~12 UT – 20 UT indicates the presence of a large-scale TID in the F-layer [5, 9]. Sunset 
was at approximately 10 UT and sunrise, 20 UT.  
 
The peaks in Figure 4 occur when the electron density is low; allowing the transmitted HF 
radio signal to travel further through the ionosphere before it is reflected. Conversely, a higher 
density of electrons means the transmitted signal is reflected from lower altitudes (hence 
smaller h'F) which correspond to the troughs in Figure 4.  
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Figure 4 27th of January 2014 virtual height vs time measurements for a) Woodside to St 
Kilda Quasi-Vertical Incidence Sounder and b) Woodside Vertical Incidence Sounder.  
 
The four main h'F peaks observed by both sounders occur at approximately 13:05, 14:25, 
16:05 and 18:00 UT and the troughs lie at approximately 12:30, 13:55, 15:05 and 17:05 UT. 
The wavelength between peaks increases as the night progresses and correspond to periods of: 
73 minutes, 101 minutes and 117 minutes (±4 minutes). Smaller scale structure is evident 
after 15 UT.   
 

Airglow Observations and Analysis 

Airglow contrast is insufficient to exhibit significant airglow features until around 14 UT – 
four hours after sunset. Figure 5 shows a series of 630 nm airglow images from 15 UT to 
17 UT encompassing the last two peaks in Figure 4. Airglow images have exposure times of 2 
minutes and are presented, by convention, with North at the top and East to the left. Each 
image spans 1000 km x 1000 km. Contrast has been enhanced by removing the temporally 
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closest 572.5 nm background image. All images have dark frames subtracted; are corrected 
for line-of-sight and van Rhijn effects [26]; and undergo star mimimization; before being 
converted from pixels to km [27].   
 

 
Figure 5 Airglow 630 nm images from 15 UT to 17 UT. North is top, East is to the left.  

 
Bright regions in Figure 5 indicate airglow enhancement and dark regions, airglow depletions. 
Note each image is auto-scaled to promote higher contrast for publication purposes and, as 
such,  the scale of each image can not be related directly to other images. Changing depletion 
patterns are evident with the SE depletion splitting into two and then three parts from 15:30 – 
16:30 UT before reforming. This event is reflected in small scale variations in Figure 4. 
 
Median airglow over a 10x10 pixel region centred on the zenith was calculated for the 
630.0 nm airglow emission and background (control) and plotted in Figure 6. The background 
measurements indicate variations in non-airglow light levels. The approximate times of the 
h'F parameter troughs (solid line) and peaks (dashed line) in Figure 4 are marked on Figure 6. 
The airglow measurements follow a typical pattern: a drop off in intensity in the hours after 
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sunset (10 UT) due to the loss of the strong solar ionization source of electrons; followed by a 
post-midnight (13:30 UT) rise [20], a pattern which is not seen in the control data. The 
airglow rise reaches its first peak at 14:30 UT at which point, typical airglow TID oscillations 
become apparent [28].  
 

 
Figure 6: Median airglow over a 10x10 pixel square at zenith for 630.0 nm (red) airglow and 
572.5 nm (black) background or control emissions. Solid blue lines mark the approximate 
times when the ionospheric h'F parameter is at a minimum and the dashed blue line indicates 
the approximate time when the ionospheric h'F parameter is at a maximum. 
 
Major airglow intensity peaks are seen at 15:10 UT and 17:00 UT, in agreement with the 
position of the h'F troughs in Figure 4 at 15:05 UT and 17:00 UT. The major airglow trough 
falls at 16.1 UT, the same location as the h'F peak. Smaller airglow intensity peaks, seen at 
15:55 UT and 16:20 UT, correspond to smaller peaks and troughs seen in the h'F data. This 
strong inverse relationship between h'F virtual height and zenith airglow intensity for the two 
peaks and one trough agrees with previous lower time resolution HF radio sounder results for 
single airglow peaks [1, 10] and is a direct result of local electron density. Raised electron 
densities correspond to brighter airglow but also reflect transmitted HF radio waves at lower 
altitudes leading to low values of h'F. Conversely, lower electron density leads to fainter 
airglow and higher h'F measurements. 
 
TID wavelengths were calculated by taking a slice through the airglow images perpendicular 
to the direction of motion at an angle fitted by eye. A band of 30 pixels was averaged and 
smoothed to form an average ‘slice profile’ which is used to derive the TID wavelengths, 
periods and velocities. An example of the method for the large and small spatial TIDs is 
shown in Figure 7. 
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Figure 7 Airglow images with corresponding slices and the resulting slice profile: a) 
15:14:15 UT with a slice angle of 297 degrees as measured from North through East  and b) 
16:10:58 UT with a slice angle of 310 degrees. 

 
From 15 UT to 15:30 UT, there are two widely spaced bands traveling at a bearing of 297o 
with wavelength of around 456 km; the NE depletion band has velocity ~68 m/s. This 
corresponds to a period of 114 minutes, in agreement with the 117 ± 4 minute period seen in 
the h'F variation. The average wavelength of the three band system seen from 15:54 to 
16:27 UT is 101 km and the average velocity is 76 m/s leading to a period of approximately 
22 minutes. This splitting correlates with the fine structures seen in the h'F variation of Figure 
4 at this time but the data is not well resolved enough to estimate a wavelength. 
 
 

Discussion 

A comparison between the VIS and QVIS h'F vs time measurements of Figure 4 and the 
airglow images of Figure 5 shows that large scale wave-like disturbances (456 km 
wavelength) appear as correspondingly motions in the HF data and banded structures in 
airglow images. Furthermore, electron density enhancements are indicated by bright airglow 
regions and h'F troughs, and depletions as dark airglow regions and peaks in h'F.  
 
The unusual transient splitting of one of the depletions into three smaller depletions with 
wavelengths of around 101 km seen in Figure 5 from 15:30 UT to 17 UT is probably due to 
local ionospheric instabilities as the direction of motion remained constant and the original 
depletion reformed after a short time. The high time resolution of the HF sounder 
measurements allowed these smaller scale wave-like disturbances to be detected as small-
scale scattered regions in the h'F vs time plots. More detail could be gained with higher 
sampling rates. Future work on estimating wavelengths in both the airglow and HF data using 
Fourier analysis may provide more information. No loop or orbital cusp features were seen in 
individual ionograms when smaller scale wave-like features were present as have been 
observed in other similar experiments [5, 9]. 
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As expected from previous studies, these TIDs were seen when the night was geomagnetically 
quiet (Kp = 1) thus it is unlikely that the cause of the TIDs were anything other than 
an ionospheric disturbance. 
 
Previous long term studies of airglow and HF data over Brazil [1, 8] found medium scale 
TIDs occur almost exclusively at solar minimum with none observed during solar maximum. 
Similarly, a study of TIDs in Indonesia in airglow found the rate of observed MSTIDs 
decreased with decreasing solar activity [2]. Interestingly, the TID reported here occurred at 
solar maximum, albeit a low sunspot number maximum. TRACE is currently performing a 
survey of E and F-layer airglow data which should reveal a better estimate of solar maximum 
TID occurrence in South Australia. 
 
The summer TIDs presented in this paper and those seen on the subsequent night, travelled in 
a North-Westerly direction, consistent with other southern hemisphere summer F-layer TID 
directions reported in Japan and Indonesia [19].  
 
 
 

Conclusion 

 
A solar maximum Travelling Ionospheric Disturbance (TID) seen over Adelaide, Australia on 
the 27th of January 2014 from approximately 10 UT to 20 UT was imaged simultaneously by 
the Defence Science and Technology Group at 630.0 nm using the Thermospheric Radar 
Airglow Correlation Experiment (TRACE) and two high sample rate 2 – 20 MHz High 
Frequency (HF) radio sounders within the TRACE 1000 km field of view.  
 
The h'F vs time plots constructed from both Vertical Incidence Sounder data and Quasi-
Vertical Incidence Sounder data displayed a characteristic TID wave-like pattern with an 
increasing period from 73 minutes from 12 UT to 117 minutes by 18 UT.   
 
Airglow images confirmed a complex pattern of NE-SW aligned depletion bands moving with 
velocity ~68 m/s in a North-Westerly direction corresponding to medium to large scale TIDs 
with similar periods to those seen in the HF data. One of the depletions split into three short-
lived small-scale depletions with average wavelength ~101 km. This splitting is probably due 
to local ionospheric instabilities and was detected in the high time resolution h'F 
measurements. 
 
A comparison of median airglow density and HF radio h'F measurements found a strong 
inverse relation between airglow brightness and h'F values for TIDS, consistent with previous 
work. Both measurements were found to be good indications of F-layer electron density 
variation.   
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Summary: The Australian Space Eye is a proposed astronomical space telescope based on
a 6U CubeSat platform. The aims of the project are to demonstrate Australian capability
to execute CubeSat missions, develop the specific capabilities required for astronomical
research with CubeSats, demonstrate the low surface brightness imaging performance of a
small space telescope and exploit that performance to undertake measurements of the extra-
galactic background light anisotropies and image low surface brightness structures around
nearby galaxies. A 90 mm aperture refracting telescope will enable deep broadband imaging
in the astronomical i′ and z′ bands (approximately 700 to 1000 nm) with a field of view
of 1.67◦ × 1.25◦ and spatial sampling of 3′′ per pixel. The main technical challenge for
astronomical imaging from CubeSats is achieving the instrument pointing stability required
to enable long exposures. We plan to combine micro-thruster attitude control with precision
star tracking in the telescope focal plane.

Keywords: CubeSat, nanosatellite, astronomical imaging, low surface brightness, extra-
galactic background light, pointing stability, micro-thruster

Introduction

In December 2014 the Research School of Astronomy and Astrophysics (RSAA) at the
Australian National University (ANU) hosted the AstroSats 2014 workshop. The purpose
of the workshop was to “bring together the astronomical research and satellite engineering
communities to explore science cases and astronomical instrumentation concepts suitable for
small satellites” with a goal to “identify well-justified and viable missions taking advantage of
the facilities and capabilities at Australian institutions. . . that could be funded within existing
grant schemes.” In this context ‘well-justified’ referred to a requirement that the missions
could be justified on the basis of the astronomical results they would be expected to produce,
not just by the development of technology and accumulation of expertise (valuable as those
outcomes would be). When combined with an additional constraint that proposed spacecraft
should be no larger than a 6U CubeSat and the cost constraints imposed by existing grant
schemes this is a very challenging requirement, essentially it requires identifying a compelling
science programme that is within the capabilties of a very small instrument in low earth orbit
but which could not be done by ground based instruments of comparable cost (which would
in general be much larger).
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In response to this call for proposals we developed the Australian Space Eye concept, an
extension to space of recent developments in the use of small ground-based telescopes for low
surface brightness astronomical imaging. 10 proposals were selected for presentation at the
workshop and from these a peer review process indentified three as suitable for development
for funding opportunities in 2015, Space Eye being one of them. Consequently we have further
refined the concept and sought funding via an ARC LIEF grant. In this paper we describe the
motivation and aims of the Australian Space Eye concept, and provide a summary overiew
of the technical aspects.

The description in this paper reflects the state of the Australian Space Eye concept at the
date of initial submission (16th November 2015). At this time Space Eye was a proposal still
under development. For a more up to date and complete description readers are referred to
Horton et al 2016[1] or subsequent publications.

Motivation

As discussed in the introduction the scientific competitiveness of the Australian Space Eye
depends on identifying aspects of astronomy particularly well suited to a small telescope
situated in space. We will discuss each of these aspects in turn.

Small telescopes & systematic errors

While large astronomical telescopes are able to detect extremely faint compact or point-like
objects their sensitivity to diffuse emission is limited by systematic errors from a number of
sources. A significant contribution to these systematic errors is contaminination with light
from brighter objects within/near the instrument’s field of view, caused by a combination
of diffraction, scattered light and internal reflections. The difficulties caused by these effects
have been discussed by, for example, Sandin [2, 3] and by Duc et al [4], who noted that
the simpler optics of small telescopes suffer less from internal reflections. In addition small
telescopes can more readily be constructed with unobscured apertures to minimise diffraction,
and simpler optics also make them less prone to internal scattering of light. The resulting
competitiveness of optimised small telescopes in the context of ‘low surface brightness’
(LSB) imaging has been demonstrated by the Dragonfly Telephoto Array, an astronomical
imaging system based on an array of telephoto camera lenses [5]. This instrument exhibits
less diffraction/scattering/internal reflections than other telescopes for which comparable data
are available [5, 2] and the system has produced impressive results, including the discovery
of a new class of ‘ultra-diffuse galaxies’ (UDGs) [6]. Two of this paper’s authors (AJH & LS)
are currently assembling an instrument based on the same principles, the Huntsman Telephoto
Array. A single imaging unit prototype can be seen in Fig. 1.

The case for space

The effects of atmospheric absorption and turbulence on ground based astronomy in terms
of accessible wavelengths and spatial resolution are well known, the former in particular has
been the primary motivation for many space telescopes. Due to essentially complete absorption



Proceedings from 15th Australian Space Research Conference, 2015      Page 231

Fig. 1: The Huntsman Eye, a prototype imaging unit of the Huntsman Telephoto Array,
during on-sky testing in September 2014

by the atmosphere gamma-ray, X-ray, ultraviolet and far infrared astronomy are only possible
with space-based instruments. Neither of these two effects are important for the Australian
Space Eye, however. We rule out the specialised optics and image sensors required for gamma
ray, X-ray and infrared observations due to the cost, volume/mass and thermal limitations of a
CubeSat mission and concentrate on wavelength regions accessible with silicon based image
sensors and conventional optics, i.e. ∼ 200–1000 nm. At these wavelengths there is little to
no spatial resolution advantage from situating the telescope above the atmosphere because
a telescope small enough to be a CubeSat payload would be limited by the fundamental
diffraction limit in either case.

There are however two other effects of the atmosphere which are relevant to Space Eye:
atmospheric scattering and emission. Atmospheric scattering spreads the light from astronom-
ical objects in a similar way to scattering from the instrument’s optics however the impact is
compounded by the fact that the distribution of aerosols in the atmosphere is spatially and
temporally variable, the amount of scattered light surrounding a given source can vary by
several percent of the source brightness even in good ‘photometric’ conditions, on timescales
of minutes to months. The variability in the scattering makes it difficult to accurately char-
acterise and subtract [7], thereby introducing problematic systematic errors. Similar issues
arise from atmospheric emission, particularly at longer wavelengths (> 700 nm). Here the
atmosphere glows increasingly brightly, primarily due to line emission from OH∗ molecules in
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the mesophere, reducing the sensitivity of ground based telescopes. This emission is sensitive
to dynamic processes in the upper atmosphere (e.g. gravity waves) and consequenty it is
also spatially and temporally variable on timescales of minutes and longer [8] which makes
accurate subtraction difficult. As a result of these effects locating a telescope in space not
only helpfully reduces both scattered light and sky background levels but crucially makes
both far more stable. Above the atmosphere the only sources of scattered light are associated
with the instrument itself and the dominant source of sky background is the zodiacal light [9]
which, while it does exhibit large scale spatial and seasonal variations, is much less variable,
more uniform and more predicatble than atmospheric emission.

We conclude that a CubeSat based astronomical telescope may be scientifically competitive,
especially an optimised telescope performing measurements that are typically limited by
systematic errors. We identify the 700–1000 nm wavelength region as particularly promising as
it is accessible to instrumentation compatible with the constraints of a CubeSat mission while
ground based instruments would be hampered by bright atmospheric emission, in terms of
both reduced sensitivity and increased systematic errors. We have based the Australian Space
Eye proposal on two science goals which would be well served by a telescope operating in
this regime, the measurement of extragalactic background light anisotropies and imaging of
low surface brightness structures around nearby galaxies. These are discussed in more detail
in the next section.

Aims

The aims of the Australian Space Eye project, starting with the most general, are as follows:

• Demonstrate Australian capability to execute a CubeSat mission, from start to finish.
• Develop the specific capabilties required for astronomical research from CubeSats, for

example high instrument pointing stability to enable long exposures
• Characterise the on-orbit performance of a small astronomical telescope, in particular

with respect to instrument stability, calibration, systematic error levels and low surface
brightness imaging sensitivity

• Use the Space Eye telescope to make measurements of extra-galactic background light
anisotropies in the i′ and z′ bands

• Use the Space Eye telescope to image low surface brightness structure around nearby
galaxies.

Extra-galactic background light anisotropy

The epoch of reionisation marks the period ∼ 12.5-13 billion years ago where most of
the Universes hydrogen became ionised. Exactly how reionisation progressed sets the initial
conditions for the subsequent evolution of baryonic matter in the Universe. For this reason
major international astronomical facilities are now being designed to directly observe this
important epoch, such as the $51 million Murchison Widefield Array in Western Australia.
We know the Universe finished reionisation 12 billion years ago [10] but the observed sources
of ionising UV radiation at this period cannot do it alone. Astronomers therefore infer the
existence of a so far undetected population of faint galaxies that collectively can ionise the
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Universes hydrogen [11]. The primary science goal of the Space Eye mission is detecting this
faint galaxy population by measuring its impact on the power spectrum of spatial anisotropies
in the extragalactic background light (EBL). This is a powerful measurement technique to
observe astronomical objects that are too faint to be detected individually.

Extragalactic background light observations have been reported [12, 13, 14, 15] however
interpreting the EBL signal is difficult because observations have only been conducted at
infrared wavelengths. Indeed, Zemcov et al. conclude: “. . . measurements extending into the
optical will help discriminate the Epoch of Reionisation background component using the
redshifted Lyman cutoff.” [15] Optical EBL observations at < 1.0 µm is the main objective
of a planned sounding rocket optical telescope (CIBER-2) [16]. However the faint galaxy
population signal will be at or even below the systematic uncertainties of CIBER2 (assuming
the same limits as CIBER [15]), primarily because CIBER2 makes use of a reflecting telescope
design which is not optimal with respect to diffraction and scattering of light.

This shortcoming is what the Space Eye mission is designed to overcome: it will consist
of a refracting telescope optimised for faint EBL signals in the i′ and z′ bands. To securely
detect the faint signal the Space Eye will significantly reduce the two dominant sources of
systematic uncertainties: flatfielding errors and contribution from pointspread function wings
[15]. Furthermore by collecting data over many months (versus a few hours with CIBER2)
we can obtain a more secure measurement of the EBL signal and determine its origin. With
observations of the faint EBL at 0.7-1.0 µm with i′ and z′ band filters we will be able to detect
restframe UV light from the population of faint ionising galaxies [16]. The Space Eye EBL
constraints will be combined with infrared measurements from the literature to constrain the
properties of the faint galaxy population. The Space Eye data will better discrimate between
the EBL signal and diffuse starlight from the outer parts of galaxies [14, 16].

Signatures of galaxy growth

As a secondary astronomy mission we plan to target several nearby galaxies in order to
obtain images at the lowest possible surface brightness levels in order to detect extremely
faint structures in their outskirts. When the Space Eye i′ and z′ band imaging is combined
with optical (g′ and r′ band) imaging from ground based low surface brightness imaging in-
struments (e.g. Dragonfly and Huntsman) we can better constrain the stellar age and chemical
content of these faint structures. Detecting these structures and measuring their composition
will help us understand their origin: are they younger and/or metalpoor compared to the rest
of the galaxy? Were they built from the accretion of satellites? Early and latetype galaxies
will be targeted, including some galaxies located within galaxy groups and clusters. These
observations will also provide a local constraint on the intra-halo stellar population, which is
needed for isolating the reionization signal in the EBL observations.

This facility will enable the detection of previously inaccessible signatures of galaxy
formation and evolution. Such faint structures could only be seen around our Milky Way
Galaxy and other nearby galaxies at the Space Eye imaging wavelengths by using Hubble
Space Telescope imaging of resolved stars [17]. With its limited field of view Hubble cannot
map entire galaxies. The Space Eye will allow us to do this for moderately distant galaxies and
allow us to detect stellar structures and measure their stellar ages and chemical compositions.
By characterising these ancient signs of galaxy growth we can validate theoretical models
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of galaxy formation, which underpin theory and interpretation of observations in the field of
astrophysics.

Space Eye Concept

The desire to make Space Eye fundable within existing grant schemes means that we
restricted ideas for the concept to those compatible with standard nano-satellite form factors
and no larger than a 6U CubeSat. In developing the concept we aimed to identify the miminal
mission that would still meet our aims.

Optical payload

The top priority in the design of the Space Eye telescope is that the point spread function
(PSF) should be as clean as possible, i.e. we should minimise diffraction, scattering and
internal reflections. This suggests a telescope with an unobstructed circular aperture, all
transmissive optics, high performance anti-reflection coatings and minimised surface count.
The maximum telescope aperture is strongly constrained by the 100mm cube based CubeSat
form factor standard and the decision to limit the maximum size of the spacecraft to 6U. The
largest circular aperture that could be accommodated on the end/side faces of a 3× 2× 1U
CubeSat is approximately 90mm so this is what we specified. The scientific aims of the
Space Eye call for ∼ 3 ′′ pixel−1 spatial sampling and an instantaneous field of view of > 1◦.

While for ground based astronomy at these wavelengths CCD image sensors are used amost
exclusively for Space Eye we favour a CMOS image sensor (CIS). CMOS image sensors have
higher radiation hardness, lower power consumption and, in general, smaller pixels than CCDs
of comparable performance, all of which make them appealing for space applications. Small
pixels are particularly desirable for Space Eye as they allow a shorter focal length telescope
for a given pixel scale, which makes it easier to fit the optics within the available space. We
have selected the CIS115 from e2v, a CMOS image sensor with 2000 × 1504 7 µm pixels
which has been developed specifically for space use (e.g. ESA JUICE mission) [18, 19]. To
maximise sensitivity the image sensor should be operated at −40 ◦C, which we plan to achieve
using a passive cooling radiator system. A photograph of a prototype CIS115 is shown in
Fig. 2.

With the CIS115 the desired ∼ 3 ′′ pixel−1 spatial sampling results in a 481mm telescope
focal length and a field of view of 1.67◦× 1.25◦. We have produced a baseline optical design
which meets our requirements using 5 elements in 5 groups, this design is shown inside a
3U volume within Space Eye in Fig. 3. Also shown in Fig. 3 is a pop-out baffle to prevent
stray Earth/Moon light entering the instrument.

Spacecraft platform

The Space Eye will be based on the Endeavour platform from Tyvac Nano-Satellite Systems
Inc. This highly integrated, high performance platform incorporates almost all the functionality
required for a functional 3-6U Cubesat, including C & DH (core system board, application
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Fig. 2: Prototpe e2v CIS115 image sensor.

Fig. 3: Artist’s impression of the Australian Space Eye in orbit over the Tasman Sea. In this
cutaway diagram the lenses, beam path and image sensor of the baseline optical design are

shown.
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Fig. 4: CPOD CubeSat with panels removed, reproduced from paper [20]. The 1U on the
left is occupied by the CPOD mission payload, the 1U in the centre contains a VACCO

Industries cold gas propulsion system and the 1U on the right contains the Tyvak
Endeavour avionics and battery pack.

specific daughter boards), EPS & Thermal management (PMAD controller, battery modules,
solar/multi-function panels), ADCNS (control system, star trackers, inertial reference module,
reaction wheel assembly) and structural & mechanical parts (structural frame, hold down &
release mechanisms, enclosures & mounting hardware). In a typical configuration the avionics
package (C & DH, EPS, ADCNS), including battery modules, occupies approximately 1U of
volume, and example is shown in Fig. 4. As can be seen in Fig. 3 the Space Eye telescope
will occupy a 3U volume leaving a final ∼ 2U of volume for mission specific hardware, e.g.
the image sensor control board, communication equipment, additional battery modules.

Attitude determination & control

The main technical challenge for astronomical imaging from CubeSats is instrument point-
ing stability. Long exposures are required to prevent image sensor noise overwhelming the
faint signals from the sky and the instrument must be kept stable to within less than 1 pixel
for the duration of the exposures to avoid blurring. For Space Eye the required exposure times
are 300s and 1 pixel corresponds to 3′′, these requirements are well beyond the capabilties
of any current commerically available CubeSat ADCS system. Improvements are required in
both the attitude determination and attitude control aspects.

This challenge has already been confronted by another astronomical CubeSat mission,
ExoplanetSat [21, 22], which requires a pointing stability of 1′′. Their approach was to improve
the accuracy of attitude determination by adding fine star tracker image sensors in the focal
plane of the main optics, alongside the science image sensor. To overcome the limitations of
their reaction wheel based attitude control system (jitter, etc.) they plan to use ‘sensor shift
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image stabilisation’, an approach similar that used by some consumer cameras, i.e. mounting
the focal plane assembly on an x-y piezo stage to compensate for small high frequency (∼ 4–
12Hz) pointing errors. A hardware-in-the-loop testbed demonstrated < 2.7′′ (3σ) stability
while simulations suggested < 1.4′′ should be possible [23].

Like ExoplanetSat Space Eye will use fine star tracking in the telescope focal plane to
provide the precision attitude information required. Dedicated sensors adjacent to the main
image sensor could be used however the CIS115 image sensor and its control electronics are
capable of continuously reading out sub-regions of the image sensor for fine star tracking
while the remainder of the sensor is simultaneously doing for a long science exposure. A
fraction of the science image is lost in this way however avoiding a dedicated set of fine star
tracking sensors and associated control electronics reduces complexity considerably.

For attitude control Space Eye plans to use micro-thrusters, thereby avoiding the jitter
associated with reaction wheels. The details are still to be determined however potentially
suitable cold gas microthrusters systmes are already available, e.g. the VACCO Industries
propulsion system used in the CubeSat Proximity Operations Demonstration (CPOD) mission
[20] (see Fig. 4) which could be reconfigured for attitude control. Electric propulsion micro-
thrusters designed to provide propulsion and attitude control for CubeSat are coming to market
(e.g. Accion Systems Inc. ion electrospray thrusters) and the high specific impulse could offer
longer mission life and/or lower mass/volume.

Operations concept

The Space Eye science goals require making repeated observations of a small number of
target fields in order to achieve the maximum sensitivity possible. The fields will be chosen
to be close to the ecliptic poles in order to minimise the background due to zodiacal light and
also far from the Galactic plane to minimise absorption by Galactic dust. Fig. 5 shows results
from a performance model of the Space Eye in which the relative sensitivity was calculated
for 45◦×45◦ boxes around both North and South ecliptic poles in March, June, September and
December. The sensitivity values are relative to the value that would be obtained at the North
ecliptic pole in the absence of dust. The signal to noise calculations used the Zodical light
model described in Giavalisco, Saba & Bohlin[24], dust extinction calculated from the Planck
reddening maps[25], filter transmission profiles from DECam (http://svo2.cab.inta-csic.es/
theory/fps/index.php?&mode=browse&gname=CTIO&gname2=DECam), CIS-115 QE values
from Soman et al.[19], and CIS-115 dark current and read noise values from Wang et al.[18].
After a total of 1 month of exposure time (2.6× 106 s) a relative sensitivity of 1 would
correspond to 1σ per pixel sensitivity limits of 2× 10−20 Wm−2 arcsecond−2 µm−1 in i′band
and 3× 10−20 Wm−2 arcsecond−2 µm−1 in z′ (30 and 29AB mag/arcsecond2 respectively).

The Space Eye will be designed to continue to operate for at least a year in orbit in order to
ensure each field can get a suitable amount of observing time. To make this possible we will
require a relatively high altitude orbit for a CubeSat, 800 km Sun-synchronous orbit would
meet our requirements and is serviced by frequent launches.

We anticipate being able to take data for approximately half of each orbit which, given
our typical exposure time, image sensor resolution, 16 bit per pixel depth and an assumed
compression ratio of approximately 2 means 400MB of science data per day. Downlinking
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Fig. 5: Predicted i′ band sensitivity relative to the ecliptic pole, zero extinction case. The
maps show 45◦ × 45◦ gnomonic projections centred on the north and south ecliptic poles in
March, June, September and December, with a colourmap running from halved sensitivity
(black) to full sensitivity (white). Equatorial coordinate grids are also shown, with 1 hour

spacing in RA and 10◦ in dec, as well as the outlines of the designated target regions.
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this volume of data from a CubeSat would be a challenge, but is achievable. Space Eye
communications were discussed by one of the authors (SR) in this conference, and also in
[26]. The processed data will be analysed following the procedure documented in detail by
Zemcov et al [15].

Project status

An application for ARC LIEF grant funding for Space Eye was submitted in April 2015. The
LIEF proposal included 15 named investigators and was supported by 8 Australian universities,
the Australian Astronomical University, California Polytechnic State University (San Luis
Obispo) and Tyvak Nano-Satellite Systems Inc. Despite positive assesor feedback the Space
Eye was unfortunately not amongst the successful proposals announced in November 2015.
A grant proposal for the 2016 round is currently being planned.

Conclusion

By minimising instrumental systematic errors and avoiding entirely those associated with
atmospheric effects it is possible for a small, CubeSat based astronomical space telescope to
be scientifically competitive with larger ground based facilities, at least for certain types of
measurements. We have developed the Australian Space Eye concept, a 6U CubeSat based
space telescope intended to measure extra-galactic background light anisotropies and image
low surface brightness structures around nearby galaxies in the i and z bands (700–1000 nm).
Instrument pointing stability of < 3′′ over ≥ 300 s is required to enable the long exposures
needed to mitigate the effects of image sensor noise. This requirement is challenging but by
combining fine star tracking in the telescope focal plane with micro-thruster attitude control
it is achievable.
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Summary:  UNSW ACSER has undertaken two space mission design projects since 2010. 
The Synthetic Aperture Radar (SAR) formation satellite mission, also known as Garada 
project, (phase 0/1), was initiated at the end of 2010 and the QB50 CubeSat mission is 
ongoing since 2011. This paper presents key management lessons gained and identified by 
the staff and students involved in the aforementioned two projects. First this paper provides 
an introduction to the two space projects, including the management challenges confronted 
because the unique characteristics of a university-run space project. The experiences gained 
are presented from three perspectives: team, task and quality control and the corresponding 
discussion focuses on the control of cost, schedule and scope. The lessons learned from the 
projects as well as some recommendations are offered for future projects.  
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1. Introduction 
 
Since late 2010, two satellite projects have been pursued in University of New South Wales. 
The first mission was to design an earth observation Synthetic Aperture Radar (SAR) satellite 
known as “Garada”, for Australian soil moisture and other applications using several 
satellites flying in formation.  
 
The Garada project was funded under the Australian government’s Australian Space 
Research Program (ASRP), with the feasibility study and conceptual design completed mid-
2013. Funding did not continue. This work was the mission analysis phase study (Phase 0), 
investigating potential earth observation applications and designing SAR satellites at system 
level, which can be up to 2000kg. On the contrary, the second space mission conducted is a 
cube satellite project which is only 2kg in weight. Part of the global QB50 mission, our 
satellite, called “UNSW EC0”, is mainly funded by the university due its educational 
purposes. The CubeSat mission has been through its mission analysis phase (Phase 0), 
feasibility and preliminary definition phase (Phase A and B), and detailed definition phase 
(Phase C).  
 
Those thousand-kilogram satellites require national levels of support to operate, while a cube 
satellite can be run by a university. There are several reasons why the tiny satellites are not 
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just simple and meaningless toys anymore. Frist, several microsatellite missions have 
demonstrated that these satellites become accepted tools for doing space missions for science 
and defence. Cube satellites are particularly suitable as a focus for education and training by 
providing a means for providing direct, hands-on experience of all stages and aspects of a real 
satellite mission—from design, construction, test and launch through to orbital operation [1]. 
Second, its implementation requires less complexity and management compared to those 
national-level missions. Small missions like CubeSat is affordable and do not require large, 
sophisticated development and test facilities[2]. The engineering and management of a 
CubeSat changes significantly, as the complexity is reduced. Thus it can be developed in a 
normal laboratory environment in a university and can still be reliable on orbit.  
 
Spacecraft ranges from a few grams to thousands of kilograms [2], and the two projects 
happens to span the two ends. No matter the size and mass, like every satellite mission 
implementation, developing a satellite is multi-disciplined and complicated; thus it requires 
the application of system engineering practices. In reality, systematic design planning is 
performed in many space projects [1] and standards have been drafted regarding the 
experience gained in space projects [3]. However, this systems engineering is not always 
delivered effectively, which can be seen from the recent U.S Government Accountability 
Office and NASA studies of space systems documents and the MIT-based Lean 
Advancement Initiative studies[4].Space agencies, such as NASA and ESA, have 
accumulated management experience from running projects, especially failed projects 
[5][6].The success of a given space project is often jeopardized by problems that had 
happened before [7].A simple fact is the success of the project is not only a technical issue.  
 
Considering the experiences from the two projects may be helpful for feasible solutions to the 
problem of the future systems, this paper presents some management issues confronted and 
the recommended solutions for running space projects within the context of a university 
environment. The structure of the paper is as follows. Section 2 provides a brief background 
on space project management and introduces the challenges we met in an Australian 
university when we conducted the research and development of a space project, and the 
requirement to have a distinct management method from previous projects. Sections 3, 4, 5 
discuss the details of the issues and experiences taken from the previous projects from three 
aspects, which are team, process, and components. Section 6 draws the conclusion. 
 

2. Challenges 
 
The methods for managing university-run space projects vary radically from industry. For 
example, using conventional experience and methods to manage the CubeSate in university 
has the possibility to cause a failure. Those who have experience in managing major, 
expensive and large systems should not apply the same methods to the CubeSat. From time to 
time, the leader feels it is difficult to impose the previous experiences and methods in 
managing projects on the new CubeSat project. 
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An incomplete list on Wikipedia shows that, since 2003, only 100 cube satellites have 
successfully reached orbit; numerous others have been developed and lost to launch failures 
or never launched [8].Cube satellites are reported to be built in rapid time-scales, typically 
12-18 months, however it is very conditional. For instance, if the local team has a lack of 
experience of space mission development, the result is a longer timeline. Australia tends not 
to have a lot of experience of space mission projects. In addition, the environments for space 
education and industry are so different here compared to other countries with space industries. 
In this situation, the chance of work turning out to be more complex than anticipated is much 
more than usual. 
 
The final goal is to deliver a cube satellite product with scarce available resources using 
scarce available resources of time, people and budget. In fact, the time and budget are kinds 
of observations to indicate how well the project is managed.  
 
The available budget for the program is limited and easy to exceed; even if a large part of the 
required funds are available before the project starts. Like most educational cube satellite 
missions, only limited funds exist at most universities for such educational projects and it is 
easier to find small amounts of money than a large [9].The team at a university is strictly 
limited, the project has deadlines, therefore it is vexing to let the limited team deal with the 
limited time, cost and non-limited complexity and risk. Apparently, the project complexity 
and risk should be well controlled.  
 

3. Team control 
 
Does a small team mean flexibility and high efficiency? Not necessarily. At times, can be 
hard to maintain focus, thus team control is vital.  
 

3.1. Characteristic of the team 
 
In universty, all the workers are assigned by the team leader, such as a professor. The group 
has much fewer members than those in a typical R&D group in space industries. For instance, 
the CubeSat development team is normally small in size, e.g. 6 to 10 people. Fewer group 
members do not mean that the management is easy. It is suggested that, according to the 
requirement of the project, the candidate is more an engineer rather than a scientist when 
picking members, if the process is strongly focussed on engineering practice. 
 
In the university, the group involved several research fellows (post-docs) and some academic 
staff, e.g. professor, A/professor, Senior lecturers, lecturers. It should be noticed that their 
time is not fully dedicated to the project. In addition, students may assist on the edge of the 
core. They step in at different time. For these roles, it is difficult to ensure that all the 
different people can support the project through difficult times. 
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Recruiting a lot of experienced veterans to the project is impossible most of time. In fact, 
there are not many candidates available, especially in Australian. Most of the group members 
are relatively young research associates. The desired situation is that the same team can be 
maintained during the whole project lifecycle. Thus the same team will confront all the issues 
from concept design to development, to the final assembly and testing. 
 
Normally one team member is assumed to look after one work package/subsystem in the 
project. One team member typically only knows the dependency relations between the 
components or subsystems they design and directly use, thus they are not able to track whole 
system-wide dependencies [10]. The question is who looks after system-wide dependency 
relations in the group? In this circumstance, if a system engineer (SE) position is located in 
the team, the role of this position is to keep a cool overview and pay close attention to the 
interfaces where two or more systems or system elements work together, and establish an 
interaction network with stakeholders and other organisational units of the organisation. Also, 
the role of this position is to manage the budget and enhance communications in the project 
team.  
 
However, sometimes, we still pay more attention to techniques in a specific domain rather 
than the whole integrated system. For instance, many projects cannot afford a specific 
position for system engineer due to, e.g. the budget. If there is no such system engineer 
position set up, the work of the system engineer should be assigned to a specific member, e.g. 
chief engineer or project manager or the leader of the project. The system engineer’s job is 
more than looking after the budget but is also the one to make decisions within the group.  
 

3.2. Team Structure 
 
Assume node 1 represents the manager, nodes 2 to 7 represent the 6 research 
associates/assistants (RAs) working on the project. Management stucture 1 in Figure 1 is easy 
to understand. The edge between node 1 and the other nodes is in the form of meetings and 
reports. However, this hierarchical- like system can not help increase working effieiency in a 
small space mission, as the success of the mission relies highly on the links within nodes 2 to 
7, represented in the star-style structure 2 illustrated shown in Figure 2.  
 

  
 

Figure 1 Management structure 1 Figure 2 Management structure 2 
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Even if Node 1 represents the manager or professor in most cases, it does not mean the 
manager has more weight when making technical decisions. All the individuls have an equal 
chance to demerit the product and everybody is responsible for the overall outcome. Stucture 
2 emphasises that any problems popping up from one member require the entire team’s focus 
for resolution. 
 
The linkages added in structure 2 compared to structure 1 cannot be naturally groomed. On 
the contrary, these links requires special protection. For instance, everyone likes to simplify 
their own work. Consciously or unconsciously, reducing sharing and communication is an 
option to control the work load. Sometimes, communication is avoided artificially and 
intentionally as the links may bring more work. 
 
As we discussed, we expect the whole team will be present during the whole lifecycle, but 
sometimes a member resigns and is replaced. As the size of the team is small, a member 
resigning will cause a considerable effect on the whole project. besides, the newcomer needs 
time to become familiar and productive, and other group members may feel exhausted. 
 

3.3. Communication enhancement 
 
One way to hold the whole team together is to enhance communication and tightly control 
interface specifications. It is very useful to allocate the disciplines with the most frequent 
interaction or other affinities close to each other [11].  
 
The manager should consider watching the inter-communication activity as ongoing work. 
Sometimes, the manager has to force the members to keep them updateed, i.e. catch-up 
meetings are the daily job so that all changes should be noticed in the group. There is not 
much ability to tolerate problems. Clearing up issues weekly is necessary in the form of 
unformal meeting taking more time.  
 
The actual work may take much more time than planned. Staff working in a university can 
readily overwork in their own desire for promotion and publication. These may cause 
distractions and extra working pressure. Eventually, it may bring low working efficiency and 
potential mistakes. If the team is overwhelmed, not only will quality will suffer, but also the 
time cannot be ensured. For a small team, a member who cannot be open and active must be 
removed from the team. One is working on a certain package and there is no specific peak in 
the structure. Working alone and perfectly is not always possible in a small team. 
 
In any case, the people playing the manager role should keep an eye on the balance between 
workload and pressure and pay attention to overload and exhaustion in the group. 
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4. Time (Schedule) control 

 
Time is a key observation by management system. Any form of waste happening inside the 
project, such as unstable requirements, poor coordination, quality problems and management 
frustration, can eventually result in waste of time, leading to the project failure. Therefore, 
when making any decision, the very first question to ask is the necessity to spend the time on 
it.  
 

4.1 Balance with research and education 
 
Normal spacecraft projects do not facilitate substantial involvement of students or junior 
employees. Neither Garada nor EC0 is defined as a student-led operation; however both are 
operated within the context of a university environment; the two must achieve science, 
engineering and educational objectives. Furthermore, from the fun perspective, the Cube 
satellite EC0 is partly supported from teaching (as opposed to research) funds. Thus, the 
involvement of students is considered as a key educational outcome. 
 
The project will achieve its education goal mostly via recruitment of students. Their 
involvement is essential and it has been observed that the students are able to make 
significant contributions to the project from our experiences. The students are assigned to a 
team member, and then carry out part of a task. More or less, the team member has been 
assigned a workload. Therefore, the time and energy assumption of the corresponding staff 
should be watched and guided at the same time. 
 
The balance definition starts the recruitment of each RA position. For instance, the position is 
recruited for the mission only, or has other commitments, such as assistant in teaching and 
writing proposal, reports and papers. Knowing these requirements/constraints of the project 
better can help avoid being potentially overwhelmed. Again due to small team, the 
performance and capacity of the team can easily affect the project progress. 
 

4.2 Requirement & Complexity Control 
 
However, it may not always be obvious why requirements are necessary, particularly since 
much of our decision making in our personal and business lives is not conducted using formal 
methodologies. But the idea is at least to understand the importance of the requirements, try 
to control the complexity and keep the requirement simple and clear [12].  
 
For university-run projects, there may not be specific clients as clearly as in industry. Part of 
the reason for developing the CubeSat is to lead the discipline and enhance the university 
reputation. Therefore, at the beginning, the requirement may simply be something like “we 
want to build a cube satellite”, then look for requirements that can be finished in the time line.  
Therefore, it is acceptable for small educational missions to begin with non-fixed 
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requirements. The best design requirements for the cube satellite are sufficient to support the 
mission goal and are simple in complexity. 
 
We expect all the team members share a commitment to achieve mission success by 
minimising unnecessary requirements and complexity, as well as schedule. Sometimes it is 
not easy to do this. Innovation is encouraged in univerisities, and academics are excited to set 
more fancy and smart goals which might, in fact, be impossible to achieve. The manager 
needs courage to say NO to the new ideas. It is suggested that each member has a single local 
object, and only keep stable and clear fundamental  requirement so that the whole team will 
not lose its focus. 
 

4.3 Schedule Timeline 
 
Once the requirements are determined, the manager has to find ways to save time and finish 
the project in the time frame. Bad scheduling could slowly grow to the point of triggering the 
program’s failure or cancellation. Nobody likes hurrying. It is good if possible to accelerate 
progress ahead of schedule as the future is always unpredictable. 
 
When assign the takes, most of the work should emphasise building/testing rather than 
designing. Once the design is done, take caution to unnecessary changes as it will waste time 
on meeting, discussion and re-work. It is smart to build quickly once the design is completed, 
then switch toward to the test phase. Test should starts as early as possible, as testing 
inevitably costs time and money. Take the thousand hour test for instance; it will take much 
more than thousand hour to demonstrate it.  
 
The reason we emphasise time is that the intense work and frustration is always inevitably 
underestimated by all the team members [2], from engineers to managers, who want to save 
time and money.  
 

5. Quality/Risk control 
 
Getting the whole system working is the goal, thus the quality/risk management is crucially 
important. The question arises whether the entire reliability could still meet space 
requirements. This section addresses the quality/Risk control from aspects of components 
selection, ordering and testing. 
 

5.1 Components selection and Ordering  
 
Differently from other satellites, the CubeSat is factorised. It has customized size and the 
components can be ordered from some existing markets such as “CubeSat Shop” [13]. These 
suppliers makes selection and choice of components very convenient and can help to 
eliminate time spent on the purchasing process In fact, it is seen as one of the advantages is 
the adoption of commercial-off-the-shelf (COTS) microelectronic technologies developed for 
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terrestrial use and adapted to space [1].It is acceptable to use COTS components as a CubeSat 
does not have as many as components as big satellites, and is not expected to have longer 
mission lifetime. In addition, it helps eliminating unnecessary time on selection and ordering. 
 
The quality of this CubeSat is controlled by several aspects related to each component, such 
as who orders, who tests and assembles the components. It is suggested to pay attention to the 
hidden risk of the choice. Attention must be paid to failures of components, and weak links. 
Especially in the case that a component will affect more than one work packages, i.e. more 
than one team member is involved, trade-offs should be performed. Any components in the 
mission should be approved by the entire team, as least the majority part of the team, so all 
are confident in terms of risk and reliability. 
 

5.1 Testing 
 
Testing is the only solution to answer if the commercial components are qualified. That is the 
reason why we suggest that entering testing phase as early as possible to allocate sufficient 
time for it. 
 
Again due to small team, one work package is normally assigned with one person. This 
means there is insufficient control of the quality of the work that person does. This brings risk 
that if this work’s complexity increases based on the limitations of this person, and there is no 
way other staff can help out. In order to understand the real performance of the purchased 
components as early as possible, it is better to code, debug and test the real hardware. It is not 
suggested to spend much more time on simulation. The testing must be conducted thoroughly, 
as it is impossible to fix problems on board a launched satellite. The responsibility for 
receiving the parts and acceptance testing is with the engineer who ordered them[2].  
 
Conventional testing requires a set of testing facilities, such as clean room, vacuum chamber, 
shacking table, air bearing platform, rotating platform, Helmholtz Coil System, and 
illuminating source modelling sun, earth etc. However in our case, it is hard to find all the 
facilities on the campus. Therefore, we need to look for a simplified testing method, which is 
affordable and viable. It is be acceptable not to test every subsystem of the cube satellite. It is 
acceptable to test the entire satellite directly. Furthermore, it is acceptable to use qualitative 
testing rather than quantitative testing. For instance, a simple way to test sun sensors is to 
inspect the sign of the output value with different incident directions of illumination. 
 

6. Conclusion 
 
This paper presents the management experience gained from the two space projects operated 
at ACSER at UNSW. Small team, short project period and low budget are common 
constraints to steer the projects. Though small satellites are reportedly built in rapid time-
scales, it is very conditional on the limited team and facilities. Success relies on the balance 
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of team, time, and quality control. The following lessons learned can be summed up for 
future university-run space projects. 

 The mission focus should be tight, small and clear. Pay attention to unnecessary 
change of requirments. 

 Limit the amount of work of the small team. More work may bring more credit, 
however it will dilute the focus one the fundamental programs. 

 Enhance the communication of team, especially weak links. Avoid the task and 
pressure so the small team is not overwhelmed. Pay attention to member resigns and 
new comes. 

 Accelerate progress ahead of schedule. Emphasise building/testing rather than 
designing.  

 The quality and risk is the results testing realistically, especially for the go-to-space 
mission.  

 It is prefer that the engineer who tests the components is the one who ordered them. 
For CubeSat, it is acceptance to use simplified testing approaches if lacking for. 
testing facilities 
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Systems Engineering Essentials for Small Satellite 
Missions
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Summary:  The availability of miniaturized, commercial-off-the-shelf (COTS), low-cost 
satellite components has encouraged the design and development of small satellites by 
relatively inexperienced organizations and individuals seeking low-cost and fast-delivery 
missions with “good enough” reliability requirements, through non-traditional risk-taking 
approaches. Currently, there are no standard systems engineering practices or guidelines for 
building such plug-and-play satellites. As a result, the accepted satellite design trade-off 
between the available limited resources and the reliability compromise is likely to be sub-
optimal. In this paper, we focus on selection of the physical architecture of the satellite to 
highlight the concern. We propose dynamic exploration of multiple architecture designs,
derived from relevant COTS databases, to determine an architecture that improves the system 
reliability under the given constraints. The proposed approach is demonstrated through the 
presentation of a commercial Cube Satellite example based on real data. The outcomes of this 
paper can potentially contribute to small satellite standardization efforts.

Keywords: small satellites, reliability, architecture design, tradespace exploration, 
optimization, off-the-shelf solutions, cube satellites, standardization.

Introduction

The number of small satellites being launched, particularly of decreasing mass (Table 1), has 
increased significantly over the past few years with 160 launches of less than 50kg mass
recorded in 2014 alone (SpaceWorks, 2015). The main reasons for this growth include 
miniaturization of once-bulky satellite components, their off-the-shelf availability and low 
cost, which combine to make building, launching and operation of small satellite 
constellations increasingly feasible.

Category Satellite Mass (kg)

Large 1000

Medium 500 to 1000

Mini 100-500

Micro 10-100

Nano 1-10

Pico 0.1-1

Femto <0.1

Table 1. Classification of small satellites by mass (NASA, 2014)
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Some examples of recent small satellite endeavours being carried out by professional 
organizations include:

• 1 Billion Dollars investment in SpaceX by Google and Fidelity Investments for 
developing space based internet capability.

• Global internet service to be provided by OneWeb Ltd on a network of 648 
lightweight LEO satellites.

• Cyclone Global Navigation Satellite System (CyGNSS) by NASA for weather 
predictions.

• The U.S. Army Space and Missile Defense Command/Army Forces Strategic 
Command's Nanosatellite Program (SNaP) for enhanced communication using 
existing UHF tactical radios.

These examples illustrate that the current focus on investments in the small satellite sector 
remains in the areas of high-resolution Earth imaging at near-real-time rate for asset 
monitoring etc., scientific experiments such as atmospheric modelling and measurements, 
space-based internet for global connectivity, and coverage for improved military 
communications.
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Figure 1. The trade-off between application of resources and reliability risk

At the same time, the evolution of small satellites has encouraged relatively inexperienced 
organizations and individuals, seeking low-cost and fast-delivery missions with “good 
enough” reliability requirements, to design and build satellites through non-traditional risk-
taking approaches—for example, university satellite projects conducted by students (Meijers, 
2004). For the rest of the discussion, in this paper, by ‘small satellite’, we refer to this class of 
satellites, distinguished by the risk approach and design philosophy, rather than physical size.
As illustrated in Figure 1, as a general principle, a drop in the level of project resources 
including budget, schedule, workforce, etc. results in an increase in the risk to system 
reliability. For satellite design endeavours constrained by relatively limited resources and low 
reliability requirements, application of formal Systems Engineering (SE) rigour is neither 
affordable nor embraced by the non-traditional workforce involved (Naveen, 2006). Although 
design can achieve a target level of reliability risk, the accepted risk is based on one-off expert 
judgement and is not optimized with respect to the available resources (Riddle, 1998). This 
may prohibit some conceivable mission potential, resulting in a sub-optimized capability 
which fails to meet the full operational potential available in the design space (Bonyan, 2010). 
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Hence, it is important that SE be applied, particularly at the initial stages of the program, in 
order to provide a basis for developing mission strategies, managing requirements, conducting 
risk assessments, performing cost estimation and design trades etc. (Ross et al., 2010). On the 
other hand, the design and development of small satellite missions does not entail all aspects 
traditionally associated with large spaceflight projects, such as the financial and risk 
consequences. This calls for a shift in the SE philosophy towards a “lean thinking” approach 
so the missions can benefit from formal SE rigour by appropriately adapting them to the needs 
of the small mission environment without excessive overhead (Robertson, 2004; Hunyadi et 
al., 2005).

The broader scope of our research is to investigate and develop novel approaches for
preserving the SE advantage across the system life-cycle without upsetting the relaxed 
attitude towards building small satellites. Some of the potential investigation areas that 
address this objective are listed as follows.

• Developing frameworks for system verification by analytical-data and simulations instead 
of physical prototyping.

• Planning the verification process in the context of the satellite program, rather than
individual satellites, i.e. verification by similarity.

• Understanding the testing trade-offs between launch requirements and the operational risk.
• Developing SE procedures that account for the un-traditional, sometimes geographically-

dispersed and limited human resource.

In this paper, however, as illustrated in Figure 1, we focus on selection of the physical 
architecture of the satellite, during the system design phase, for optimizing the trade-off 
between the available limited resources and the system reliability. That is, to determine
architecture designs that reduce the conventionally accepted reliability risk for the same level 
of resources (improving the system reliability from 𝑅𝑅𝑅𝑅1 to 𝑅𝑅𝑅𝑅2 in Figure 1). The same approach 
can also be used to reduce the required resources to achieve the same desired level of 
reliability.

The architecture design for small satellites is driven by the available low-cost, sometimes 
non-space-qualified and untested off-the-shelf components and technologies. Unfortunately, 
there is no systematic framework nor guidelines in place to assist the designers of such 
satellites to make informed and optimal decisions to prevent unnecessary risks and expensive 
design iterations.

Some efforts, within the small-satellite community, have been recently initiated to address 
these concerns. The following activities, carried out by the Space Systems and Operations 
Sub-Committee at the International Standardization Organization (ISO TC20/SC14) and the 
Study Group 4.18 at the International Academy of Astronautics are in progress to develop the
definitions and standards for such satellites (Cho and Graziani, 2015).

• Draft under preparation for definition and requirements of small satellites seeking low-
cost and fast-delivery.

• ISO/19683: Standard under development for design qualification and acceptance tests 
for the low-cost and fast-delivery satellites.

The majority of member countries in sub-committee ISO TC20/SC14 have, so far, agreed on 
use of the term “Lean” for this class of satellites to reflect the design philosophy rather than 
size or mass of the satellite.
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Physical Architecture Design

The physical architecture of a system is composed of a number of physical elements (or 
components) connected together in a specific way (i.e. through the interfaces), to perform the 
desired functions (Simon, 1969). Candidate physical architectural designs (or simply designs) 
are created by considering alternatives of one or more system components (SEBoK, 2015). As 
mentioned earlier, since the subject small satellite is largely built through COTS components, 
the architecture design is essentially determined by the availability and compatibility of 
COTS alternatives of each physical element in the architecture. The key challenge for system 
architect, in this case, is therefore the selection of the best COTS alternative for each physical 
element in support of an overall architecture that meets the system requirements and 
constraints.

Verification
Testing

Architecture 
Decision

Failure

Physical System

Figure 2. Conventional approach to small satellite architecture design

In the existing practices of designing small satellites, the decision of architecture design is 
influenced by expert judgement and historical data from a project with similar specifications.
As illustrated in Figure 2, even though few back-of-the-envelope candidate architectures are 
naturally considered, the exploration is usually stopped as soon as the requirements are met, 
and the design is deemed as ‘satisfactory’ (Riddle, 1998). Moreover, to meet the design 
objective (e.g. minimizing cost), the designer may be inclined towards optimising the 
individual system elements rather than the overall system architecture, as explained with an 
example, later in the paper. Also, the design decisions tend to be made at the beginning of the 
design process and the designer commits to a physical architecture to compatibility and 
feasibility verifications. The testing for verification is performed on the physical system and 
any failures encountered provide feedback to modify the architecture design, requiring 
expensive iterations both in terms of the cost and the schedule; neither of which is affordable 
in lean satellite programs. This design paradigm can be described as a ‘decide-build-test’ 
sequence where design decisions are followed by testing a physical system.
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Proposed Approach for Architecture Selection

As illustrated in Figure 3, in the proposed approach, a tradespace is derived from the COTS 
databases of standardized components (providing relevant data for several alternatives of each 
system element). This allows the designer to explore a multitude of solutions, in an interactive 
and recursive manner, until an optimal solution is agreed. The design decisions are thus 
delayed until the feasibility and optimality are proven. This design approach can be described 
as an ‘explore-test-decide’ sequence. The input is accepted from the designer, in terms of 
specifications of the physical elements of system architecture, trade parameters, their relative 
importance and constraints such as the budget and schedule. The input can then be processed 
by software applications and tools which consult the relevant COTS databases and produce 
the tradespace.

Failure

Tradespace Exploration

Physical System

Design Verification

Optimal Design Identification

Architecture 
Decision

Figure 3. Proposed approach for architecture selection of small satellites

The tradespace exploration for architecture design and other contexts has been previously 
applied, for example, in the design of aerospace and embedded systems (Gries, 2004; Ross 
and Hastings, 2005; Palermo et al., 2015; Valerie et al., 2015). However, those systems are 
largely developmental and the tradespace is complicated by a number of uncertainties 
throughout the design process. The COTS-based systems, in this context, are relatively simple 
and well understood, making the tradespace evaluations and exploration more feasible.
The proposed approach is demonstrated through a cube satellite example based on real data, 
as described in the following section.

Example CubeSat System

The example CubeSat system, considered for demonstrating the proposed approach,
comprises six COTS components, herein referred as subsystems, including Communication, 
Power, Attitude Control, Solar Panels, Command & Data Handling, and Antenna. The 
number and specifications of COTS alternatives for each subsystem are listed in Table 2. The 
data is acquired from the CubeSat web-shop which offers relevant information for 
standardized off-the-shelf CubeSat components from a number of manufacturers (CubeSat 
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Web-Shop, 2015). The trade parameters, considered in the example include mass, volume and 
cost. The constraints are defined in terms of maximum acceptable system mass, system 
volume and system cost as 900g, 7.5×105mm3 and 40000€ respectively. The relative 
importance of trade parameters is represented by a utility function (curve) passing through the 
tradespace, implying, generally, a higher value (acceptable cost) for designs with relatively 
smaller mass and volume. The COTS databases in the proposed framework are represented by 
the data provided in Table 2.

Subsystem Alternative Reference Mass
(g)

Volume
×103(mm)3

Cost
k€

Communication

1 ISIS VHF/UHF 85 129.6 8.5
2 ISIS UHF/VHF 75 129.6 8.5
3 ISIS TXS 62 129.6 8.5
4 NanoCom U482C 75 154.8 8

SubsystemAlternative Reference Mass
(g)

Volume
×103(mm)3

Cost
k€

Power

1 NanoPower P31U 200 138.24 3.8
2 NanoPower P31US 240 198.72 2.45
3 NanoPower PBX 370 316.48 5.5
4 Crystalspace P1U 80 112.32 5.4

Subsystem Alternative Reference Mass
(g)

Volume
×103(mm)3

Cost
k€

Solar Panels
1 ISIS 50 16.17 2.5
2 NanoPower 110 59 17.383 2
3 NanoPower 110U 59 16.979 2.75

Subsystem Alternative Reference Mass
(g)

Volume
×103(mm)3

Cost
k€

Attitude Control

1 ISIS VHF/VHF 196 146.89 8
2 Nano-SSOC-D60 6.5 3.55 3.6
3 CubeControl 112 87.36 4.2
4 Nano-SSOC-A60 4 2.263 2.8

Subsystem Alternative Reference Mass
(g)

Volume
×103(mm)3

Cost
k€

Command
Data-Handling

1 NanoMind A712D 55 86.4 47.5
2 ISIS 94 107.136 43
3 Cube Computer 60 86.4 45
4 Q6 Processor 23 56.316 18.75

SubsystemAlternative Reference Mass
(g)

Volume
×103(mm)3

Cost
k€

Antenna
1 UHF/VHF 100 67.228 4.5
2 HICPICO 110 8 4.6

Table 2. Specifications of example CubeSat system
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The tradespace is initially constructed by assessing all possible combinations of one COTS 
alternative, at a time, from each subsystem.  The trade parameters of resulting system design 
are computed through addition of constituent subsystem alternatives as follow:

𝑀𝑀𝑀𝑀𝑆𝑆𝑆𝑆,𝑑𝑑𝑑𝑑 = �𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖,𝑘𝑘𝑘𝑘

6

𝑖𝑖𝑖𝑖=1

          1 ≤ 𝑘𝑘𝑘𝑘 ≤ 4 (1)

𝑉𝑉𝑉𝑉𝑆𝑆𝑆𝑆,𝑑𝑑𝑑𝑑 = �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖,𝑘𝑘𝑘𝑘

6

𝑖𝑖𝑖𝑖=1

            1 ≤ 𝑘𝑘𝑘𝑘 ≤ 4 (2)

𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆,𝑑𝑑𝑑𝑑 = �𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖,𝑘𝑘𝑘𝑘

6

𝑖𝑖𝑖𝑖=1

            1 ≤ 𝑘𝑘𝑘𝑘 ≤ 4 (3)

Where 𝑀𝑀𝑀𝑀𝑆𝑆𝑆𝑆,𝑑𝑑𝑑𝑑, 𝑉𝑉𝑉𝑉𝑆𝑆𝑆𝑆,𝑑𝑑𝑑𝑑 and 𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆,𝑑𝑑𝑑𝑑 respectively denote system mass, system volume and system cost, 
with subscript 𝑑𝑑𝑑𝑑 representing the size of tradespace, i.e. the number of designs presented in 
the tradespace, while 𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖,𝑘𝑘𝑘𝑘, 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖,𝑘𝑘𝑘𝑘 and 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖,𝑘𝑘𝑘𝑘 signify the mass, volume and costs of 𝑘𝑘𝑘𝑘th alternative 
of subsystem 𝑖𝑖𝑖𝑖, respectively.

Tradespace of CubeSat System

Figure 4 shows the tradespace of example system with the edges of the 3-dimensional
container representing the system constraints described above. As shown in Figure 4, the
tradespace presents a multitude of solutions within the constraint-boundaries as well as a few
solutions falling outside it due to incompatibilities or other factors such as long lead time.

Figure 4. Volume-mass-cost tradespace for the example CubeSat system
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From Figure 4, it can be inferred that design decisions made without a systematic exploration 
of the full tradespace are likely to result in a sub-optimal trade-off, as discussed below.

The tradespace exploration may be stopped as soon as the constraints are met, which may be 
based on a sub-optimal or possibly the worst section of the full tradespace, as indicated in 
Figure 4. Consequently, the potential higher-value opportunities present in the full tradespace 
(e.g. lower cost and volume solutions) will not be identified.

The design decisions may be focused on optimizing subsystems as a simple strategy for 
achieving a system design that is within the tradespace—that is, choose the best subsystem in 
each case that has the optimal volume-mass-cost trade. However, optimization of subsystems 
invariably comes at the cost of sub-optimizing the system (Faulconbridge and Ryan, 2014). 
For example, if the design objective is to minimize the system cost per unit volume, the 
designer may select, for each subsystem, the COTS alternative with lowest cost-to-volume 
ratio, resulting in the design marked as blue triangle in the tradespace in Figure 4. On the 
other hand, the full tradespace exploration at system level discloses the optimal value design 
(having the lowest cost-to-volume ratio) marked as red triangle in Figure 4. The numerical 
values of cost-to-volume ration, for the two (sub-optimal and optimal) designs, are listed in 
Table 3. As highlighted in Table 3, a sub-optimal power sub-system (with a larger 
cost/volume value) leads to an optimal system design, whereas selection of an optimal power 
supply leads to a suboptimal design (given the cost-to-volume utility function). This simple 
case emphasises the value of tradespace exploration, in that the contributions of the given sub-
optimal power sub-system to system volume is relatively high such that the overall system 
cost-to-volume ratio is smaller than achieved with the optimal power sub-system.

Design Sub-Systems System

Communication Power Solar 
Panels

Attitude 
Control

Command 
& Data 

Handling
Antenna

Sub
Optimal 0.0516 0.0123 0.1150 0.0480 0.0401 0.0669 0.0402

Optimal 0.0516 0.0173 0.1150 0.0480 0.0401 0.0669 0.0379

Table 3. Cost/volume data for the example sub-optimized and optimized system designs

Whilst all feasible solutions in the tradespace represent technically acceptable architecture 
designs, they are discriminated by the utility function (curve) which represents their value 
assessed by the stakeholders. In other words, the utility curve represents understanding of the 
trade parameters, in terms of their relative importance, by the stakeholders. The example 
utility curves in Figure 5 show that solutions with relatively smaller mass and/or volume are 
accepted at higher cost. All solutions falling on the curve represent an acceptable trade-off 
with same value, while those located above the curve imply a sub-optimal trade. Having two 
curves in the example tradespace in Figure 5 captures the fourth trade dimension, i.e. the 
system reliability, so that for competitive systems with higher reliability, a higher cost is 
acceptable. This also motivates the designers to create solutions which access the higher 
reliability curve.

In the example tradespace, this aspect is illustrated by adding an identical redundant power 
sub-system to a design (shown as red triangle in Figure 5). The redundant parallel subsystem 
improves the subsystem reliability as:

�̈�𝑅𝑅𝑅 = 1 − �1 − �̇�𝑅𝑅𝑅��1 − �̇�𝑅𝑅𝑅� (4)
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Figure 5. Volume-mass-cost tradespace for the example CubeSat system with utility function

where �̈�𝑅𝑅𝑅 and �̇�𝑅𝑅𝑅 denote the reliability of power subsystem with and without the redundancy, 
respectively. This, in turn, improves the overall system reliability, and the new design (shown 
as a blue triangle in Figure 5) settles on the higher-reliability utility curve. The reference to 
specifications of the above design is provided in Table 4. Hence, by the proposed systematic 
exploration, the reliability of system is improved, while complying with the given cost, mass 
and volume constraints. This illustrates the principal point of this paper. That is, a tradespace-
based design approach can improve system reliability (or reduce risks) for a given level of 
resources. The utility curve may or may not agree with the conventional Pareto frontier 
solution of such design optimization problems. This is because Pareto frontier provides 
optimal solution to single or multiple objectives problem formulated in terms of (purely 
technical) tradespace parameters. The utility curve brings additional information, typically 
extracted from business plan of the organization, to the tradespace, connecting technical 
aspects of the designs to business outcomes. The tradespace exploration also indicates 
research and development (R&D) opportunities of interest to stakeholders, for example, for 
improving a design by replacing or modifying individual system components, beyond the 
conventional Pareto frontier, as indicated by the R&D space in Figure 5.

Sub
System Communication Power Solar 

Panels
Attitude 
Control

Command 
& Data 

Handling
Antenna

Alternative 1 4 2 4 2 2

Table 4. Reference to specifications of improved-reliability architecture design 

Conclusions

In this paper, we highlight the importance of developing novel approaches to the application
of SE to small satellite missions constrained by limited budget, schedule and expertise. The
discussion is focused around selection of physical architecture for COTS-built satellites in 
such missions. A tradespace-exploration based approach is proposed to identify architecture 
designs which optimize the trade-off between the available resources and the system
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reliability. The proposed approach allows the designer to explore a multitude of solutions
derived from relevant COTS databases of available system elements, during the system design 
phase, before committing to a physical architecture.
The proposed approach is demonstrated with a real cube satellite example. By adding 
redundancy to one of the subsystems, an architecture design of higher reliability was
conceived, demonstrating the otherwise missed opportunities of optimizing the trade-off for
given constraints. Even though we have considered four trade parameters (mass, volume, cost 
and reliability) for purposes of the illustration, the proposed approach provides a foundation 
for incorporating additional dimensions in the tradespace, such as sechedue, power
consumption, heat dissipation and test profile.
The research work presented in this paper can potentially contribute to Lean satellite 
standardization efforts, being carried out at ISO.
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Summary: The first step involved in asteroid mining is to prospect target asteroids to determine 
their composition and in situ value. This paper examines the preliminary design of a low cost 
asteroid prospecting mission constructed as a 6U CubeSat. This probe will piggyback onto a 
satellite launched into Geostationary Earth Orbit. From there, it will utilise a low thrust 
Electrospray thruster to boost itself into a High Earth Orbit with apogee intersecting the 
trajectory of the target asteroid. This will allow the spacecraft to conduct a flyby of an asteroid 
passing through the Earth-Moon system. During the flyby, the probe will make observations of 
the asteroid using optical instruments and beam back data afterwards. The asteroids 2014 US7, 
2015 EG and 2013 ED68 are chosen as potential targets that will pass through the Earth’s sphere 
of influence between the years 2018-2022. Aspects of the probe’s design are examined, with 
emphasis at this stage placed on payload design and choice of propulsion. Other aspects of this 
spacecraft’s design are considered in brief. This mission will act as an intermediate challenge 
to bridge the gap between current use of CubeSats in Low Earth Orbit and their future use for 
interplanetary space exploration. 

Keywords: CubeSat, asteroid mining, asteroid prospecting, asteroid flyby  

Introduction 

As ambitious governmental and commercial activities in space begin to commence, it will 
become increasingly feasible to mine resources from space to avoid launching large volumes 
of material aboard expensive rockets. Governmental drivers for asteroid mining include 
ambitious projects to explore the Moon and Mars, and commercial drivers include construction 
of more advanced space based infrastructure.[1] Cutting edge technologies, such as renewable 
energy technologies and electronics, nowadays use significant amounts of trace elements that 
are in short supply. These include rare earth elements that find use in high-strength magnets, 
lighting phosphors, polishing compounds and ceramics. [2] Other trace elements that may run 
into supply shortfalls include gold, cobalt, nickel, osmium, manganese, palladium, and 
platinum. [3] Growth in space infrastructure will require such elements for present day and 
future space technologies. 

As with an Earth based asteroid mining program, targets for mining must first be prospected to 
determine what materials can be gained. Promoters of asteroid mining, such as Planetary 
Resources and Deep Space Industries typically suggest small prospector missions that can 
piggyback on a larger mission to reduce launch costs. This is seen in the design of Planetary 
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The profile of this prospective mission is as follows: 

• The probe will hitch a ride aboard a rocket launching into Geostationary Earth Orbit 
(GEO); 

• The probe will use its own engines to boost into an elliptical High Earth Orbit (HEO) 
with its apogee intersecting the trajectory of the passing asteroid; 

• A flyby with the target asteroid will be conducted; 
• The asteroid will be observed with optical instruments to determine its shape and 

composition; and 
• The probe will beam back information after the flyby is complete. 

Mission Goals 

The goals of this mission are to: 

• Perform a flyby of an asteroid passing through Earth’s sphere of influence; 
• Investigate the appearance and composition of the target asteroid using optical 

instruments; 
• Minimise costs by using the CubeSat architecture and hitching a ride to GEO; and 
• Act as a testing ground for technologies that may be used aboard interplanetary 

CubeSats. 

Target Selection and Preliminary Orbital Analysis 

Target asteroids for this mission were identified using the NASA Jet Propulsion Laboratory’s 
Near Earth Object (NEO) Close-Approach Tables[8].  Any asteroids that pass through the plane 
of the Earth’s equator within the Earth’s Hill Sphere (sphere of influence) are considered as 
potential targets. Earth’s Hill Sphere has a radius approximately equal to 1.5 million km or 3.90 
times the semi-major axis of the Moon’s orbit. This target selection criterion is selected instead 
of simply choosing asteroids that pass through Earth’s Hill Sphere, despite forming a much 
smaller subset of asteroids. Only three asteroids fulfil this criterion out of the nine that pass 
through Earth’s Hill Sphere between the years 2018-2022. Due to the nature of the target 
selection criterion, there is no guarantee that these three asteroids will be suitable targets the 
next time they encounter the Earth. This criterion is selected as the six asteroids that do not pass 
through the plane of Earth’s equator inside Earth’s Hill Sphere would require extremely high 
inclination orbits for a flyby to be attempted. Such orbits would require plane change 
manoeuvres from the initial geostationary parking orbit that are prohibitively expensive in 
terms of required delta-v and fuel. Data on asteroids that fulfil this criterion between the years 
2018-22 is provided in Table 1. This range of dates is selected to allow time to develop this 
spacecraft and negotiate a piggyback arrangement with a geostationary launcher. 
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Table 1: Close approach data on asteroids 2014 US7, 2015 EG and 2013 ED68 from 
JPL’s NEO Close-Approach Tables [8] 

Asteroid 
name 

Optimal 
Flyby Date 

Approximat
e size (m) 

Distance 
(km) 

Distance 
(lunar radii) 

Delta-v required 
to reach (km/s) 

2014 US7 18/10/2018 13 – 30 1.42 × 106 3.70 1.21 

2015 EG 6/3/2019 17 – 37 1.13 × 106 2.95 1.19 

2013 
ED68 

15/3/2022 7 – 15 0.718 × 106 1.87 1.15 

 

The optimal flyby date is the day that each asteroid will pass through the plane of Earth’s 
equator within the Earth’s Hill Sphere. Approximate size was determined from absolute 
magnitude provided in the CA Tables corroborated with JPL’s absolute magnitude to 
approximate radius conversion table. [9] Distance shown is the approximate expected distance 
of the asteroid from the Earth when the asteroid passes through the Earth’s equatorial plane. 
Delta-v to reach each asteroid was estimated using the 2 body approximation and assuming 
impulsive manoeuvres, with the probe starting in GEO, then transferring into an elliptical orbit 
with an apogee equal to the asteroid distance.  

While CubeSats are generally launched into LEO, a GEO parking orbit was chosen to reduce 
the delta-v required. A CubeSat starting from GEO would require 1.21km/s of delta-v to reach 
a flyby orbit with asteroid 2014 US7, much less than a CubeSat in LEO, which would require 
3.20km/s. An inordinate amount of fuel would be required aboard the CubeSat to perform such 
a manoeuvre from LEO. While it may, however, be more difficult to negotiate volume aboard 
a spacecraft being launched into GEO, a parking orbit in GEO remains far superior to one in 
LEO. 

An alternative option would have been to remain in geostationary transfer orbit (GTO) with a 
perigee at LEO altitude and an apogee at GEO altitude. By thrusting from perigee in such an 
orbit, even less fuel would be used. However, the issue with this orbit type is that it is unlikely 
that the argument of perigee of such an orbit would be as desired. This would require using 
significant amounts of fuel to adjust argument of perigee, nullifying the advantage of such an 
orbit. This leaves a parking orbit in GEO as the best option for this mission. 

It is clear from Table 1 that similar amounts of energy (between 1.15-1.21km/s) will be required 
to visit each of these asteroids despite the great variation in their distance from the Earth. This 
makes all three viable targets for flyby. Approximately 1.25km/s of delta-v can, for now, be 
allocated for entering the desired flyby orbit with the 2 body impulsive Hohmann transfer 
assumption. This value will change when these assumptions are refined as a method of 
propulsion is chosen and more detailed simulations including the gravity of the Moon and Sun 
are run. Additional delta-v will also be needed for adjusting true anomaly and for station 
keeping during the transfer ellipse.  
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Current Design 

At this stage, only a few aspects of the design of this spacecraft have been considered in detail 
– the payload and propulsion. Other aspects of the design have been examined to a lesser degree 
of detail. These are the attitude determination and control system and power supply. While a 
few subsystems have not yet been examined, such as the telecommunications, command and 
data handling and thermal protection, a basic configuration can be drafted from this. This 
configuration is shown in Figure 2. In this basic configuration, a volume within the spacecraft 
not filled by other subsystems was allocated for the remaining subsystems. This volume has 
dimensions of 126×90×90mm. In addition, a gap of 5mm is allocated between all subsystems 
and the outer wall of the CubeSat structure to either allow a considerable thickness for the outer 
walls, or allow for insertion of special materials to act as radiation or thermal shielding. 

 

Figure 2: Basic configuration of the asteroid flyby CubeSat, including some general 
information on subsystems 

Some general specifications for this spacecraft are provided in Table 2. As the final mass of 
components is not known, an expected mass and expected dry mass are given based on the 
assumption that this spacecraft will, as a 6U CubeSat, weigh 6 times heavier than a normal 
1.4kg CubeSat. The dry mass is based on the expected mass minus the weight of fuel for the 
electrospray thruster. The given launch dimensions reflect this spacecraft’s identity as a 6U 
CubeSat. The spacecraft’s deployed dimensions reflect the deployment of the spacecraft’s solar 
panels, as shown in Figure 2. These solar panels are expected to provide up to 40W of power 
in orbit. As already stated, the spacecraft’s starting parking orbit will be geostationary and will 
finish in a highly elliptical HEO. 
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Table 2: General specifications for asteroid flyby CubeSat 

Expected Mass (kg) 8.4 

Expected Dry Mass (kg)  6.7  

Launch Dimensions (mm)  100 × 200 × 300  

Deployed Dimensions (mm)  500 × 200 × 300  

Planned Mission Duration  Up to 2 years 
Power (W)  40 

Parking Orbit  Geostationary 

Final Orbit  Elliptical High Earth 

 

Up to 2 years is allocated for this mission. This is necessary for two reasons. As launches into 
GEO are fairly infrequent, it is unlikely that this spacecraft will be launched shortly before the 
passage of the target asteroid, and will have to languish for months in parking orbit. In addition, 
this spacecraft’s Electrospray thruster is similar to an ion thruster, in that it has very low thrust 
but high efficiency. Approximately 4 months of continuous acceleration will be required by this 
thruster to reach the required 1.25km/s of delta-v. As this engine will be firing close to the 
perigee of the spacecraft’s orbit, these 4 months of thrust will need to be spread out over the 
course of a year or more. Considering the fact that CubeSats are generally failure prone[6] and 
the long lifespan proposed for this spacecraft, it may be necessary to launch more than one of 
these spacecraft for each target asteroid. 

The following sections will examine the design choices and analyses made so far in further 
detail. These include the decisions that lead to the use of a Schmidt-Cassegrain telescope for 
the main payload of this mission, as well as the choice of the Electrospray thruster. 

Payload 
The payload for this mission consists of two cameras – a small Raspberry Pi camera module, 
and one attached to a 85mm aperture diameter Schmidt-Cassegrain telescope (SCT). The small 
camera is to be used for attitude determination and navigation in general, as well as low field 
of view observations. The telescope is to be used for capturing visual information from the 
asteroid during flyby. A telescope is needed for this purpose as it is assumed that the spacecraft 
will not pass close enough to the asteroid for the small camera to be able to capture images of 
it. The telescope may also see another use as an astronomical instrument and capture images 
and measurements of planets and stars before and after the flyby. 

The Raspberry Pi camera module was chosen as a commercial off-the-shelf (COTS) part for 
this purpose due to the excellent documentation regarding the module’s usage as well as its low 
cost. The camera module is shown in Figure 3. This camera is also very small and light, with 
dimensions of 25×20×9mm and a mass of 3g. The choice of camera is, however, not finalised 
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at this stage. Further investigation into the Raspberry Pi camera module and other cameras will 
need to take place to determine whether it is suited to launch and orbital conditions. 

 

Figure 3: Raspberry Pi camera module[10] 

In the course of this research, it is mainly the optical portion of the asteroid telescope that has 
been examined. The camera attached to the telescope may be based on either a CCD (charge-
coupled device) or a CMOS (complementary metal-oxide-semiconductor). A COTS part is 
unlikely to be found for this specific application, and as such, this part may have to be 
constructed specifically for this mission. The optical portion (mirrors, lenses and housing) of 
the telescope payload cannot be a COTS part and will need to be built specially. This is because 
there is currently a lack of COTS telescopes built for use aboard a CubeSat, and ground based 
telescopes used by hobbyists are generally too large and bulky. The optical portion of this 
telescope will be a SCT. The SCT layout is well known for providing a long focal length despite 
its compactness. This is done with two mirrors, as shown in Figure 4. This layout of convex 
and concave mirrors allows most SCTs have a focal length 10 times the diameter of their 
primary mirror.[11] This makes this layout perfect for a volume restricted CubeSat mission. 

 

Figure 4: How a SCT achieves such a long focal length.[11] 

The dimensions of a CubeSat restrict the aperture of the primary mirror to approximately 
85mm. Angular resolution can be calculated with:[12] 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴	𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅𝑅𝑅𝐴𝐴	 𝐴𝐴𝐴𝐴𝑟𝑟𝑅𝑅𝐴𝐴𝐴𝐴𝑅𝑅 = 1.22×
𝑊𝑊𝐴𝐴𝑊𝑊𝑅𝑅𝐴𝐴𝑅𝑅𝐴𝐴𝐴𝐴𝑅𝑅ℎ
𝐴𝐴𝐴𝐴𝑅𝑅𝐴𝐴𝑅𝑅𝐴𝐴𝐴𝐴𝑅𝑅  
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An aperture of 85mm and a wavelength between 390-750nm is assumed for angular resolution 
calculations. This gives an angular resolution between 1.15 to 2.22. 1.15 arc seconds is thus the 
smallest possible pixel size that will be needed for the image sensor. Even if the spacecraft 
misses its target by a significant margin and conducts its flyby at 1000km from the target 
asteroid, the three target asteroids will be visible at an angular diameter of between 2 to 6 arc 
seconds depending on actual size of the three asteroids. The telescope will still be able to see 
the asteroid as a point of light at such a distance, allowing it to make barely any measurements 
under this worst case assumption. As this will likely produce little information, a close flyby 
with the target asteroid is needed. The minimum pixel size for this telescope at various flyby 
distances is shown in Table 3. 

Table 3: Minimum pixel size at various distances 

Distance to 
CubeSat 
(km) 

2 5 10 20 50 100 200 500 

Pixel size (m) 0.011 0.028 0.056 0.112 0.280 0.560 1.120 2.799 

 

Bus 
Not all subsystems of the spacecraft bus could be examined over the course of this research. 
Choice of propulsion has been examined in detail, with the Busek 1mN Electrospray Thruster, 
a COTS part, chosen for this spacecraft. In addition, approximately 1L of fuel is to be included 
on the spacecraft, coming to a total mass of approximately 1.7kg. The thruster is shown in 
Figure 5. The design of this spacecraft’s attitude determination and control system and power 
supply has also been examined to a lesser degree. 

 

Figure 5: Busek 1mN Electrospray Thruster[13] 
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The Busek 1mN Electrospray Thruster was chosen for this spacecraft as it has an ideal 
compromise between efficiency and thrust. Other thrusters either provide better thrust but 
require more fuel than could fit aboard a 6U CubeSat, or are extremely efficient but would 
require years of continuous thrusting to reach the target flyby orbit. The 1mN Electrospray 
Thruster provides 1mN of thrust, which would require approximately 4 months of continuous 
thrusting to reach the target flyby orbit. And with a specific impulse (Isp) of 800 seconds, it only 
requires approximately 1.15kg of fuel to achieve 1250m/s of delta-v. The thruster itself weighs 
1.15kg.[13] And as per the current configuration, the thruster and fuel are afforded 2Us of 
space, allowing for approximately 1.7kg of fuel and 1770m/s of delta-v. This extra 520m/s can 
be used to account for deficiencies in the 2 body impulsive Hohmann transfer assumption. This 
extra fuel can also assist with adjustments of true anomaly in the parking orbit phase and reduce 
asteroid flyby distance. 

This spacecraft’s attitude determination and control subsystem will likely consist of Sun and 
Earth sensors for attitude determination and reaction wheels for control. The Sun and Earth 
sensors will likely consist of COTS visual sensors, but they have not been chosen yet. The small 
Raspberry Pi camera payload may also be repurposed as a Sun and Earth sensor if needed during 
the course of the mission. Attitude control is achieved using a system of 4 reaction wheels 
positioned to allow for redundancy if one reaction wheel fails. Reaction wheels are chosen 
instead of a control moment gyro as they are more efficient for spacecraft the size of a 6U 
CubeSat.[14] At this moment, Blue Canyon Tech’s RWP050 reaction wheels are to be used 
aboard the spacecraft.[15] Once further simulations are conducted to determine the pointing 
accuracy and turn rate required by this spacecraft’s telecommunications and payload, a final 
choice of reaction wheel mode can be made. 

This spacecraft will be powered by deployable solar panels that will remain fixed once in orbit. 
These solar panels are expected to provide approximately 40W of power under the assumption 
of 20% efficiency. The solar cells will be COTS parts that may offer higher efficiencies than 
the 20% assumption. The solar panels will likely not be equipped with the ability to point 
towards the Sun to save weight and reduce complexity. Depending on power and pointing 
requirements, this capability may need to be added in the future, along with additional folds. 

Challenges Posed by Other Subsystems 
A fairly small volume (126×90×90mm) remains on the current configuration for the remaining 
key subsystems that will be needed on this spacecraft – telecommunications and tracking, 
command and data handling, and power storage and distribution. The telecommunications and 
tracking subsystem will likely carry the largest burden of these systems. It will need to 
continuously relay system health metrics on a low bandwidth antenna to allow the ground 
station to analyse the performance of the spacecraft whenever it is in range of the ground station. 
A high bandwidth antenna may be necessary to send payload data from general observations or 
from the target asteroid itself. A tracking system will be needed to determine the position of the 
spacecraft with a significant degree of accuracy, so as to help the spacecraft hone into a close 
flyby with the target asteroid. The command and data handling system (and other electronic 
subsystems) will likely need redundancy as well as significant rad-hardening to ensure the 
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spacecraft’s fairly long life span doesn’t take a toll on its performance. The design of the power 
storage and distribution will be problematic in that a significant volume of power storage may 
be necessary to provide a necessary buffer for the high power subsystems aboard this spacecraft. 
Such subsystems include the Electrospray thruster and the telecommunications. All of these 
electronic subsystems will likely be constructed from COTS parts. 

Beyond these subsystems, there are also the structure and mechanisms, thermal control and 
radiation mitigation subsystems. The structure of this spacecraft can either be constructed from 
frames or 3D printed. While a frame structure will likely be cheaper and can be put together in 
a modular fashion, a 3D printed structure can be printed as 1 piece, removing joints and thus 
reducing complexity. Mechanisms are not currently considered, but may become necessary for 
the solar panels. Simulations will need to be undertaken to determine whether the thermal 
control and radiation mitigation subsystems will be necessary. Radiation will be a particular 
challenge as CubeSats are generally designed to take into account single event upsets and to 
ignore radiation damage over time due to their short mission spans.[6] 

Conclusion 

This research has examined the preliminary design of a low cost, asteroid prospecting mission 
designed as a 6U CubeSat. This mission will piggyback aboard a launch into GEO. From there, 
it will employ low thrust, high efficiency Electrospray thrusters to conduct a flyby of the target 
asteroid. During the flyby, it will use its main telescope payload to take optical measurements 
of the target asteroid, which it will then beam back to Earth. These readings will allow for 
determination of the asteroid’s size, shape and composition, allowing the spacecraft to fulfil the 
role of a prospecting mission. As further strides are made into space, such missions will become 
increasingly necessary to characterise the physical characteristics of Near-Earth Asteroids. 
While all aspects of this mission have not yet been designed, the remaining subsystems have 
been considered to some degree, and challenges in their design identified. This mission will 
thus be able to act as an intermediate challenge to bridge the gap between current use of 
CubeSats in LEO and future use of CubeSats for interplanetary space exploration. 

Future Work 

There is a significant amount of future work that can be undertaken from this research before 
the spacecraft proposed can even be considered for launch. Most of the future work will be to 
further examine the aspects of the spacecraft’s design. Some examples are listed as follows: 

• An analysis of the feasibility of using the Moon’s gravity to slingshot the spacecraft into 
an encounter with the target asteroid; 

• Further design and constructing a prototype of the SCT payload, which may also be 
marketable as a CubeSat space telescope for other missions; and 

• Simulation of the effects of long periods of space radiation exposure versus the effects 
of single event upsets on electronic components regularly used on CubeSats. 
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Summary: Many Potentially Hazardous Asteroids (PHAs) will fly through the Earth-Moon 
system several times before possible impact. Furthermore, asteroids that pass through the 
Earth-Moon system are likely to be discovered only a few weeks before flyby. Recent 
development of small spacecraft, especially CubeSats, shows promise in their use for a 
number of space missions. Without leaving Earth orbit, opportunistic near-intercepts of PHAs 
using small spacecraft may provide improved and more regular characterisation of these 
asteroids than observations from Earth-based facilities alone. Such missions could also be 
launched at short notice when a new PHA is detected. A mission is proposed where a 
mothership releases several CubeSat-sized spacecraft to intercept PHAs as they fly closely 
past the Earth. This research investigates the technology that is in development and already 
available that could be used for such missions, as well as the establishment of design 
considerations for the missions. It is found that missions like this could be used to 
characterize all closely flying asteroids with iterative improvements in CubeSat technology 
thus improving the number and quality of asteroid investigation. 

Keywords: PHA, NEA, orbital mechanics, asteroid prospecting 

 

Introduction 
 

Potentially hazardous asteroids often make multiple flybys past the Earth before they impact 
with it. For example, the asteroid Apophis, is predicted to make eleven flybys before a 
possible impact with the Earth in 2060 [1]. Such close approaches present an opportunity to 
investigate asteroids in detail. Although, these asteroids are in the vicinity of the Earth for 
only short periods of time, a significant amount of information can be gleaned during these 
periods through in-situ exploration by spacecraft. When asteroids are discovered shortly 
before they make their first flyby, planning a mission becomes difficult. 

In this research, a mission is proposed to investigate and characterise potentially hazardous 
asteroids that fly by the Earth. The mission will have the capacity to: 

• visit a large number of asteroids over the mission’s lifetime 
• initiate a flyby at short notice 
• characterise the asteroids in-situ during flybys 

The current space mission approach of using a single, monolithic spacecraft is not appropriate 
in this instance, as a visit to more than one asteroid would result in the use of a prohibitively 
large quantity of fuel.  

Small spacecraft have recently become more robust and versatile in mission capabilities. The 
recent explosion in small spacecraft missions has generated further development of their 



Page 274  Proceedings from 15th Australian Space Research Conference, 2015

systems and capabilities [2, 3]. Using small spacecraft reduces the amount of fuel required for 
each intercept and as their cost is very low there is a possibility that each spacecraft can be 
single-use. 

The resulting mission architecture calls for a “mothership” spacecraft which contains many 
small “interceptor” spacecraft. To enable planar access to the entire Earth-Moon system with 
a low delta-V, the mothership is to maintain a near-circular, high-altitude orbit of Earth. The 
mothership then manages communications, orbital station-keeping and radiation mitigation 
for an open-ended period of up to several years. When an asteroid intercept opportunity is 
determined, one or more interceptors are deployed, using their own engines to intercept the 
asteroid, before relaying the characterisation data back to the Earth. 

Near intercepts of asteroids have been used on many space missions to provide data on the 
target asteroid without the need to use much of the  delta-V budget of the mission[4]. The 
drawback of this strategy is that the data is incomplete when compared with that from 
rendezvous missions. Generally, spectral images of only one side of the asteroid can be taken 
depending on its spin rate and the spacecraft trajectory. Some mass estimates of the asteroid 
can also be made. A recent example of this type of mission is the Rosetta mission, which flew 
by 21 Lutetia in 2010 at a distance of approximately 3170km and at relative velocity of 
15km/s [5]. This asteroid is larger than most that fly through the Earth-Moon system, but the 
results of the mission indicate the type of data that could be produced by a simple flyby. For 
example, Fig. 1 shows an actual image captured of 21 Lutetia during flyby alongside the very 
best computer generated image estimated from Earth-based light-curve studies. 

 

Fig. 1: Comparison of 21 Lutetia from the Rosetta Spacecraft camera (left) and shape light-
curve estimates (right). Credit: European Space Agency 

Many missions have been designed to rendezvous with asteroids outside of the Earth-Moon 
system [6, 7]. The benefit to this strategy is that any asteroid can be rigorously investigated 
in-situ, due to the spacecraft’s long stay-time. The negatives include the requirement for 
greater delta-V, the need for long travel and lead times, the pressure on communications to 
span vast distances, slow data transfer and the need for the single spacecraft to have high 
reliability and redundancy in its systems. 
 
 

Near-Earth Asteroids 
 

Near-Earth Asteroids (NEAs) are those asteroids that are in orbits with a semimajor axis of 
less than 1.3 Astronomical Units (AU) [1]. A small, but non-negligible percentage of these 
have a chance of impacting with the Earth. Some of the potential impactors are large enough 
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to cause significant damage, so are known as Potentially Hazardous Asteroids (PHAs). A total 
of 12,775 NEAs have been discovered as of July 1, 2015, with 1,603 of these PHAs. More are 
being discovered all of the time, with 1,554 NEAs discovered in the year to July 1, 2015. 
 
Another interesting group of NEAs are those that fly within 3.1 Lunar Distances (𝐿𝐿𝐿𝐿), or 1.19 
× 106km of the Earth. This distance is just outside the region where the Earth’s gravity plays a 
major part in orbital dynamics. In the year to July 27, 2015, 102 asteroids were detected 
passing within this distance from the Earth. This subset, which will be described as the 
indicative subset henceforward has been used to make predictions about the number of 
asteroids passing close to the Earth in future years as well as some of their attributes. At 
present, the indicative subset gives a picture of the number (and size) of asteroids that we can 
detect using both professional and amateur sky surveys. There are likely more asteroids 
passing the Earth, especially of smaller size, which have not yet been detected. Fig. 2 presents 
a picture of the ranges of distances at which the detected asteroids in the indicative subset 
passed the Earth. 

 
Fig. 2: Number of asteroids of the indicative subset passing close to the Earth in different 

radius bins 
 
The approximate diameter of an asteroid in the indicative subset can be estimated from that 
asteroid’s absolute magnitude (brightness) if we assume it is spherical in shape and that it has 
an average albedo. In this study we have used Eqn 1, taken from the European Space Agency 
(ESA) [8], which uses the absolute magnitude, H, to find the assumed spherical diameter, DS. 
After removing one outlier from the indicative subset, the average size of the asteroids 
detected is approximately 20 metres in diameter. The assumed spherical diameters DS of the 
asteroids from the indicative subset are displayed in Fig. 3. 
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Fig. 3: The sizes of asteroids in the indicative subset predicted by Eqn 1 
 

In the indicative subset, the time between detection of an asteroid and its closest approach of 
the Earth was generally less than a month. This provides impetus to have spacecraft ready for 
deployment at short notice. Fig. 4 shows the approximate time between discovery and flyby 
for the indicative subset. 
 

 

Fig. 4: Time between discovery and flyby of asteroids in the indicative subset 
 
Some of the asteroids from the indicative subset will pass close to the Earth repeatedly. As an 
example, asteroid 2015 HQ171 passed Earth in 2015, within a month of its discovery. It is 
predicted to pass Earth again in 2048 within 3 Lunar Distances (𝐿𝐿𝐿𝐿) of the Earth. Asteroids 
such as this pose some risk to the Earth in the future, and if any asteroid intersects the orbit of 
the Earth then its orbit has the potential for repeated close approaches. 
 
For an asteroid to be a PHA, it must make threatening close flybys of the Earth and have an 
absolute magnitude of 22 or less. The asteroid 357439 (2004 BL86) was the only asteroid to 
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pass close to Earth  of this type  in the last year, although it is  unlikely to make another close 
approach for many hundreds of years. Another PHA, 2010 MA113, will flyby close to Earth 
(at less than 0.1𝐿𝐿𝐿𝐿) in 2036, followed by a probable impact in 2061 [1], although its orbit is 
yet to be fully characterised and receive a final designation. 
 
 

Orbital Analysis 
 
Analysis for this proposed mission was performed using the two-body approximation with the 
Earth and a relevant spacecraft. The analysis assumes three possible major maneuvers to be 
taken by an interceptor spacecraft after release from a mothership. The first is an initial burn 
to intercept the asteroid as it passes through the orbital plane of the mothership. The second is 
a possible lowering of the intercepting orbit perigee, so that the interceptor may be in a better 
position to communicate with ground stations. The last maneuver serves to lower the perigee 
again to intercept the Earth’s atmosphere and burn up. 
 
The two-body approximation allows for some useful assumptions about the behaviour of the 
orbits as time goes to infinity. The influence of the Moon is unlikely to affect the orbital 
trajectory and so its gravitational field was neglected. The sphere of influence is the radius 
beyond which perturbations due to the Sun is larger than those due to the Earth. It is a useful 
limit to the two body approximation that is used in patched conics and was taken as a soft 
limit to the effective use of the orbits calculated within. It was taken to be: 
 

 𝑟𝑟234 = 𝑎𝑎6
78
79

:
; = 9.29×10<𝑘𝑘𝑘𝑘, (2) 

  
Where rSOI refers to the radius of the sphere of influence in kilometres, aE is the semimajor 
axis of the Earth’s orbit around the Sun in kilometres, mE is the mass of the Earth and mS the 
mass of the Sun. 
 
Staging Orbit 
 
The interceptor spacecraft has to be launched from a staging orbit. This is a circular orbit that 
is positioned high above the Earth to reduce the fuel required to reach passing asteroids. 
Geocentric Earth Orbit (GEO, an orbit of 4.2e4kmfrom the centre of the Earth) and a High 
Earth Orbit (HEO, in this case an orbit of 1e5km from the centre of the Earth) were chosen as 
reference staging orbits in this study, with analysis shown in Fig. 5,6,7 and 8. 
 
When in orbit, orbital plane-change maneuvers are fuel-intensive. With this in mind, 
interceptor spacecraft have been limited to the orbital plane of the staging orbit so that they 
can have a greater range for a given amount of fuel. This means that a passing asteroid needs 
to fly through the plane of the staging orbit in order to be intercepted. 
 
It is possible for an asteroid to pass close to the Earth and not fly through the projection on the 
plane covered by a single staging orbit. To mitigate this issue, having three mothership 
spacecraft, occupying three orthogonal planes, allows for asteroids with all flyby 
configurations to be intercepted. 
 
If this approach is taken, and a conservative estimate is made that there is no perturbation on 
the asteroid from the Earth, then no asteroid could pass closer than the minimum distance 
(rmin), without passing within the intercept range of one of the three orthogonal planes. The 
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minimum distance,  rmin, is equal to rplane over the square root 2, where rplane is the maximum 
distance on the plane that the interceptor spacecraft can travel away from the Earth. 
 
Interception 
 
Interceptor spacecraft could be directed into an elliptical orbit to intercept asteroids. The 
staging orbit acts as the intercept orbit perigee for a perfectly phased interception, where the 
asteroid plane intersection acts as minimum apogee. When out of phase, intercepting ellipses 
can be created by solving Lambert’s problem over a range of times. A baseline delta-V 
estimate for this first maneuver, using analytic approximations for Hohmann transfers [9], is 
shown in Fig. 5. 

 

Fig. 5: Delta-V calculation for maneuver to intercept asteroids with asteroids intersecting the 
staging plane at various distances (assuming perfect phasing and single-impulse transfers) 

 
A lower holding orbit increases the initial thrust required for the intercept, but also reduces 
the period of the mothership about the Earth. This makes phasing of efficient orbits easier to 
achieve. 
 
Fig. 6 shows the amount of time required to access asteroids passing at different radii from 
Earth. The time to intercept, when using Hohmann transfers, increases above fourteen days as 
the intercept distance passes 1.5𝐿𝐿𝐿𝐿. This means that some asteroids will not be accessible 
when there is a short time between discovery and flyby, as well as a distant intersection 
radius. 
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Fig. 6: Time taken in days from interceptor launch to intercept (assuming perfect phasing and 
single-impulse transfers) 

 
Communications Pass 
 
After intercepting the asteroid, the elliptical orbit of the interceptor spacecraft will carry it 
back towards Earth. If a Hohmann maneuver was used, the spacecraft will have a perigee at 
the altitude of the staging orbit. The staging orbit altitudes investigated here are well above 
those currently used by small spacecraft to transmit data and so a special orbit may be 
required. 
 
A thruster burn at apogee is the most efficient way to reduce the perigee to the desired 
altitude. At high apogees, the fidelity required to achieve a given perigee is greater, so a 
maneuver must be chosen that is in no threat of impacting with the Earth. 
 
End-of-Life 
 
The high orbits that the interceptors will take are currently sparsely-populated, but have the 
potential for wide use. To ensure deorbit, the interceptor spacecraft could thrust to lower its 
perigee to within the Earth’s radius. This produces an atmospheric burn, an end-of-life 
common to Low Earth Orbit (LEO) spacecraft. Again, the most efficient place for this 
maneuver to take place is at the orbital apogee. The delta-V required for a range of intercept 
orbital configurations is shown in Fig. 7. If both the communication pass and end-of-life 
maneuvers are separately made at apogee, then they will require the same amount of energy 
as if only a single burn were employed. This maneuver has the potential to cause the 
interceptor spacecraft to cross highly populated orbits of other spacecraft, so the danger 
should be evaluated before the maneuver is performed. 
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Fig. 7: Delta-V calculation for maneuver at end-of-life, assuming Hohmann transfer and 
using different staging orbits (single-impulse, minimum transfer energy, from the elliptic 

intercept orbit to an elliptic Earth-intercept) 
 
The total delta-V from launch out of the mothership to end-of-life has been estimated and 
shown in Fig. 8. The combination of maneuvers effectively composes a bi-elliptic transfer, the 
efficiency of which increases as the apogee becomes large. 
 

 
Fig. 8: Total delta-V calculation (combining the data from Fig. 5 and 7) 

 
Quality of Intercept 
 
The asteroid will pass with both a temporal and spatial error, although the certainty of an 
asteroid’s orbit is likely to be refined in the lead-up to a flyby event, as it becomes easier to 
observe. Both asteroid and spacecraft will have errors associated with their orbits, making it 
difficult to know if the intercept will result in a crash or they will pass one another. 
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The flyby velocity of the asteroid will likely dominate the relative velocity of the spacecraft 
intercept. This is because the spacecraft will be close to apogee, and so have a low geocentric 
velocity at the time of intercept. The flyby velocities of the asteroids of the indicative subset 
vary between 1 and 30 km/s, with an average of 11.6 km/s. These compare to the relative 
velocities during asteroid flyby of deep space missions [10-12]. 
 
An additional trajectory design consideration for an individual asteroid is the angle between 
spacecraft, asteroid and the Sun during approach and intercept. It is possible to trade an 
increase in delta-V for a longer stay-time on a sunlit portion of the asteroid if cameras and 
other passive sensors are used on the interceptor spacecraft. 
 

Spacecraft 
 
This mission will require two different types of spacecraft. The first type is a mothership, 
which serves as a stable for the second type, which is an interceptor spacecraft. The 
mothership requires good communication to the Earth, enabling command over the 
interceptors. It would be responsible for the station-keeping of the staging orbit and hold the 
launch mechanism and storage for many interceptor spacecraft, as well as some protection 
from high energy particles from the Sun and elsewhere. Most of these components have been 
tried and well tested on other large spacecraft. 
 
A launch system for small spacecraft has also been developed and tested, viz: the NanoRacks 
CubeSat Deployer [13]. Up to six units of CubeSats can be launched by each deployer. 
Although the entire contents of a deployer must be released at once, this could allow for a 
small swarm to be used to intercept each asteroid. The launchers deploy at velocities of 0.5 to 
1.5 m/s, which could allow for safe clearance between the mothership and interceptors before 
launch to the asteroid. 
 
Interceptors 
 
The interceptor spacecraft must be single-use, due to the difficulty of recovery. With recent 
developments in CubeSat capabilities, this platform is ideal for the design of interceptors. 
There are many benefits to be gained from using a spacecraft of this nature, in that 
commercial-off-the-shelf bus and components drive costs and design time down. Due to 
likely further development of CubeSats, there should be many more useful features built for 
them in the near future. 
 
Reliable CubeSat thrusters are currently in development to enable CubeSats to change orbit 
after release from their launcher. Although still in development, chemical thrusters for 
CubeSats have the ability to provide the delta-V required, in the time-frame required, to 
intercept asteroids flying-by the Earth. A chemical thruster in the late stages of testing that 
would partially fulfil the requirements set for this mission is the Aerojet Rocketdyne MPS-
120XL, which could provide a delta-V of 539m/s to a 4kg, 3 Unit (3U) CubeSat [14]. Due to 
the emerging large market for CubeSats, it is likely that more powerful and smaller thrusters 
will exist in the near future as commercial-off-the-shelf components. 
 
The interceptor spacecraft will be designed to capture important asteroid data such as size, 
shape, albedo and a subset of surface features. Use of a multi-spectral camera may allow 
estimation of the dominant surface mineralogy of the asteroid. These data could be captured 
for all asteroids that are intercepted, albeit only the Sun-facing portion of the asteroid will be 
visible during the flyby. The ESA has made plans to develop a hyperspectral camera that will 
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fit inside a CubeSat [15]. Any sensors that are incorporated into the interceptor will have to fit 
with engine/propellant (currently 2U for required delta-V) and Attitude Determination and 
Control System (ADCS), (currently 0.5U). There are now commercial-off-the-shelf ADCS 
solutions for CubeSats that incorporate star-trackers, communications, reaction wheels and 
momentum control [16-18]. 
 
Estimating the mass of asteroids during spacecraft flybys is also possible and is currently 
performed through detecting changes in the movement of spacecraft as they are perturbed by 
the gravity of these relatively heavy bodies. The change in movement is determined through a 
change in radio frequency detected through a Doppler shift. For this type of measurement to 
be possible, there will need to be communication between the spacecraft and a ground station. 
The spacecraft will also need to be perturbed sufficiently by the asteroid, meaning that the 
asteroid will have to be of sufficient mass, with a sufficient flyby velocity at a sufficiently low 
minimum distance. The final condition normally required is knowledge of the spacecraft’s 
distance from the asteroid during flyby. This will unlikely be possible, although Takahashi 
and Scheeres [19] have shown that this is unnecessary if a delta-V maneuver is made during 
the flyby. 
 
Communications 
 
The CubeSat-sized interceptor spacecraft will spend most of their trajectory far from Earth. 
This will make communications difficult, as current solutions for deep space spacecraft are 
heavy and require a large volume. Lowering the orbital perigee after asteroid flyby will 
provide periodic opportunities to communicate at a closer range. 
 
The interceptors will also have to communicate with the mothership prior to and just after 
deployment. The mothership can act as the main conduit of control from Earth to interceptors 
before launch to targets. 
 

Discussion 
 
This research points to the possibility of characterising many asteroids as part of a single 
mission. All of the asteroids that can be characterised using this method will be NEAs, with a 
subset of these being PHAs. The proposed mission will be capable of acquiring data for those 
asteroids discovered a short time before flyby. To make the intercepts robust, several 
spacecraft could perform each characterization, with each spacecraft lost after a single flyby. 
This mission architecture allows characterization of asteroids that are discovered only weeks 
before closest approach. 
 
The asteroids that can be characterised using this method are all of value for the purposes of 
asteroid science, hazardous asteroid mitigation and asteroid prospecting. The data gathered 
from so many close observations can be used to better infer the characteristics of asteroids in 
less accessible regions of the Solar System. 
 
From synthesis of the orbital analysis with the current development of CubeSats, this mission 
is feasible. The mission would have to make concessions on the targets that could be reached 
however, with many missed through phasing or unreachable with the current thrusters. Delta-
V could be increased slightly with good design, cutting the mass of the interceptor spacecraft, 
although, this would extend the range only slightly. 
 
There are iterative improvements on the way for most CubeSat components and it is likely 
that major improvements in propulsion and savings in component mass will occur within the 
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next few years to meet new market demand. This technological progress should increase the 
feasibility of the mission presented here and allow for a significant increase in the number of 
asteroids that can be visited by spacecraft. 
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Summary: The Australian Mars Analogue Research Station (Mars-Oz) developed by the 
Mars Society of Australia is a prototype habitat on Earth that provides research crews the 
opportunity to live and conduct research under constraints similar to what they would find on 
Mars. Mars-Oz will be deployed in Arkaroola, South Australia, and will require a stand-alone 
power system to sustain its operations. A solar-based power system was found to be the most 
suitable due to the abundance of sunlight and suitable weather conditions at the Mars-Oz site. 
Systems engineering and design-based approaches were adopted to develop a conceptual 
design of the power system based on the design requirements. The power system was divided 
into three subsystems: power generation; energy storage; and electricity supply. Suitable solar 
panels, mounting structures, storage batteries and power conditioning equipment such as 
inverters and charge controllers were selected by comparing different commercial products 
using engineering requirements that were developed from the design requirements. 
 
Keywords: Photovoltaic power system, Systems engineering, Mars Analogue Research 
Station, Mars-Oz 
 
 

Introduction 
 
The Mars Society is an international not-for-profit organisation that has been an advocate for 
Mars research, exploration and settlement since 1998 [1]. One of the important roles of the 
Mars Society is the development and management of Mars Analogue Research Stations. 
These are prototype habitats on earth that provide research crews an opportunity to live and 
conduct research under constraints similar to what they would find on Mars [1].  
 
One such station, Mars-Oz, is currently planned to be deployed on a private nature reserve in 
Arkaroola, South Australia [1]. Shown in Fig. 1, Arkaroola is a Crown land lease that is run as 
a private conservation park and eco-tourist resort. It is located in the northern Flinders Ranges 
700km north of Adelaide, the capital city of South Australia.  
 
Two building modules are planned for Mars-Oz. The habitat module will consist of living 
quarters, a laboratory, and a kitchen to accommodate the research crew, while the cargo 
module will include a separable garage section and a nose section for storage. The overall 
architecture of Mars-Oz is based on that of real Mars missions [2].  
 
One of the key characteristics of a habitat that simulates life on Mars is that it should be, as far 
as possible, self-sustaining. For this reason, Mars-Oz requires a stand-alone power system that 
can reliably generate electricity throughout the day and night to avert reliance on the electrical 
grid and fuel-powered generators, which are used by majority of Arkaroola residents. A power 
system that utilises the solar resource was selected due to its cheaper operation cost relative to 
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other resources and favourable climate offered at Arkaroola: sunny with approximately 181 
days per year without cloud cover, and dry with a relatively low annual rainfall of 258.5 mm 
[3]. Electricity generated from the power system will be used to power appliances and 
equipment in the habitat module. 
 
The use of photovoltaics (PV) to generate electricity for Mars-Oz differs to other analogue 
stations such as HI-SEAS (Hawai’i Space Exploration Analog and Simulation) and MDRS 
(Mars Desert Research Station), which use propane generators [4, 5]. One of the reasons why 
solar was chosen as the energy source for Mars-Oz was to ensure that the power system would 
be self-sustaining, that is, not reliant on the crew to ensure that there will be sufficient fuel. 
 

 
Fig. 1: Location of Arkaroola in South Australia where Mars-Oz is planned to be constructed 
 
Design requirements of the solar power system were as follows: 

 The power system should generate electricity from a solar resource; 
 The power system must be able to deliver an average daily output of 52 kWh 

throughout the operational period of Mars-Oz when it is occupied during winter; 
 The system should be designed to be within the budget of AUD$100,700; 
 The system must be designed to be suitable for the operational environment; 
 Strategies for minimising risks associated with safety of personnel, system failure and 

changes in operational conditions should be identified and proposed; and 
 The system must be designed to meet all applicable industry and government standards 

and regulations. 
 
Operation of a solar resource-based power system can take two forms: PV or concentrated 
solar thermal technologies. Preliminary investigation revealed that amongst the two, PV was 
the most suitable choice due to its lower cost and smaller scale of operations. 
 
 

Methodology 
 
Two methodologies were utilised concurrently in this project: the systems engineering 
approach, and various design-based processes.  
Fig. 2 illustrates the systems engineering methodology that was applied. The translation of 
design requirements into system requirements, along with the development of corresponding 
verification procedures, helped ensure that the final system concept complied with the design 
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requirements.Twelve system requirements were established from the six design requirements 
listed above. These were ranked using a pairwise analysis for prioritisation purposes, and the 
final results are shown in Table 1. 
 

 
Fig. 2: Systems engineering approach utilised for the design of the Mars-Oz power system  

 
Table 1: Ranking of system requirements for the power system 

Rank  System Requirement 
1 The system shall provide a daily average of 52 kWh of electrical energy to Mars-Oz 

during winter  
2 The system shall generate electrical power using solar radiation as its energy source 
3 The storage system shall be compatible with the power system 
4 Energy stored in the storage system shall be able to supply the Mars-Oz with 

electricity whenever the solar resource is insufficient 
5 The system shall comply with all applicable national, state and local regulatory 

codes and standards 
6 The system should cost less than or equal to AUD$100,700 
7 The system should be capable of operating in an environment with atmospheric 

temperatures ranging from -6°C to 46°C 
8 The storage system and power conversion equipment should be able to be installed 

in available space within Mars-Oz 
9 The system should be designed such that the need for and difficulty of ongoing 

maintenance is minimised 
10 The system's environmental impact should be minimised 
11 The power system should not be installed on the Mars-Oz structure 
12 The system should be designed such that the ease of installation is maximised 



Page 288  Proceedings from 15th Australian Space Research Conference, 2015

The system requirements from Table 1 were then translated into engineering requirements, 
and categorised into either functional or performance requirements, so that they could be more 
easily incorporated into the design process. The engineering requirements were further 
decomposed into technical attributes, which provide detailed information such as metrics and 
target values on how to achieve each requirement. Table 2 shows one of the performance 
requirements and associated technical attributes for the first system requirement in Table 1. 
 
The direction of improvement (D.O.I) describes the “direction” of optimisation the attribute 
should be designed in. All of the attributes for performance requirement R1.1 (solar collection 
area) have positive D.O.Is, which means that they should be maximised. While not shown in 
Table 2, the relationships between attributes of different performance requirements were also 
mapped so that potential trade-offs that would influence the system design could be identified.  
 

Table 2: List of technical attributes associated with performance requirement R1 
R.I.D.  Performance Requirement Metric D.O.I. 
R1 The system shall provide a daily average of 52 kWh of electrical energy to Mars-Oz 

during winter  
R1.1 Solar collection area Area (m2) + 
R1.1.1 Number of solar panels Integer + 
R1.1.2 Effective area of individual solar panel (excludes frame and 

electrical contacts) 
Area (m2) + 

 
 System requirement  Engineering requirement  Technical attribute 

 
Each of the technical attributes were then assigned a verification strategy to ensure that the 
system design would meet the design requirements. Technical attribute R1.1.1 (number of 
solar panels) for example, would be verified by simply counting the number of solar panels 
that are delivered to the installation site, and ensuring that they are the correct product. Given 
the large number of technical attributes and verification strategies involved in this project, 
they have not been included in this paper.  
 
The design of the power system was split into three subsystems: the power generation; energy 
storage; and electricity supply subsystems, whose functions were to collect and generate 
energy from solar radiation, store that energy for back-up use, and to supply it to the Mars-Oz, 
respectively. Table 3 outlines the processes that were employed to design each subsystem. 
 

Table 3: Summary of processes employed to design the Mars-Oz power system 
Design methodology Description  
Power generation subsystem 
Comparison and 
selection of 
photovoltaic panel  

Evaluation matrices were used to determine that Tindo Karra 260W 
DC polycrystalline silicon solar panels would be the most suitable 
because of their lower levelised cost of electricity. They are also an 
Australian brand that is manufactured in Adelaide. 

Worst-case solar 
radiation analysis 

The size (in kW) of the PV system was estimated using solar 
radiation data from Arkaroola for the “worst” month of June (i.e. 
the month that sees the lowest irradiation).  
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Design methodology Description  
Comparison and 
selection of panel 
mounting structure 

Evaluation matrices were used to determine that the fixed (non-
tracking) PV-ezRack SolarTerrace III mounting system would be 
most suitable for securing the panels.  

Calculation of 
optimal panel 
inclination angle 

Maximum irradiation in Arkaroola occurs on a surface tilted at 50° 
from the horizontal. Due to limitations with the mounting system 
however, the panel inclination angle was optimised to be 45°. 

Configuration of 
mounted panels with 
respect to Mars-Oz 

The mounted solar panels were configured such that transmission 
losses and shading from the Mars-Oz would be minimised, whilst 
still being close to the cargo module where the power conditioning 
equipment would be stored. 

Wind loading 
analysis 

ANSYS was used to simulate the stress and strain that the mounting 
structure would experience under typical Arkaroola wind speeds. 
The results were found to comply with AS/NZS 1170.2 Structural 
design actions – Wind actions. 

Comparison and 
selection of charge 
controller model 

Evaluation matrices were used to determine that the EP Solar 
Tracer-1215RN charge controller would be most suitable for 
regulating the amount of charge going into the batteries from the PV 
panels. 

Energy storage subsystem 
Cloudy day analysis The maximum number of consecutive cloudy days in winter in 

Arkaroola of 4 days meant that approximately 2 days of energy 
storage would be required. Due to budget constraints however, this 
was revised to 1 day of storage. 

Comparison and 
selection of battery 
model 

Evaluation matrices were used to determine that Victron Energy 
lead acid batteries (BAT412201100) would be most suitable for the 
Mars-Oz power system. 

Selection of battery 
controller and 
monitor models 

A battery controller and monitor from Victron Energy were 
recommended because they are the same brand as the batteries and 
so will be directly compatible. Battery controllers record operational 
parameters of the battery, while battery monitors display properties 
logged by the battery controller. 

Electricity supply subsystem 
Comparison and 
selection of inverter 
model 

Evaluation matrices were used to determine that Victron Energy 
Phoenix 24/5000 inverters would be the most suitable for 
converting DC power into AC for use in Mars-Oz. 

Identification of need 
for backup generator 
and power logging 
system 

A diesel backup generator and PV power logging system were 
recommended to be installed, but were not examined in detail in 
this project due to time and scope constraints. 

Selection and 
configuration of 
transmission cables, 
cable protection and 
surge protection 

The transmission cabling was designed to provide the most efficient 
arrangement from the PV array, much of which will be exposed to 
the environment and so requires cable protection. Breakers were 
used for surge protection to protect electrical components from the 
effects of electricity surges in the circuitry. 
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Design methodology Description  
Selection and 
configuration of 
earthing equipment  

Earthing was incorporated into the system to ground any excess 
electrical charge and to protect conductive components of the 
system in the event of a lightning strike or a fault in the live wire 
insulation. 

Configuration of 
equipment inside the 
Mars-Oz cargo 
module 

The batteries, battery controller and monitor, inverters and charge 
controllers were configured inside the nose section of the Mars-Oz 
cargo module where they could safely operate under optimal 
ventilation conditions. 

 
 

Mars-Oz Power System Design 
 
Power Generation Subsystem 
 
Photovoltaic Panels 
 
Various solar panel brands were investigated to determine which would be the most suitable 
for the Mars-Oz power generation subsystem. Panel specifications such as their rate of 
degradation and cost were obtained from data sheets and compared using evaluation matrices. 
 
The Tindo Karra 260W panel was found to be the most suitable as it was calculated to have 
the lowest levelised cost of electricity at $0.045/kWh, which was 9% lower than the second-
best option. Being an Australian brand with an Adelaide branch presents an additional 
advantage of using these panels because transportation costs to Arkaroola can be minimised. 
 
The required size of the PV system was estimated to be 29.2 kWp (kilowatt peak) based on 
results from the worst month analysis1 conducted with a system performance ratio of 65%. 
This meant that 128 solar panels were required. A fixed inclination angle of 45o will be used 
for the panels to ensure that their electrical output is winter-biased, thus allowing more energy 
to be generated in winter when Mars-Oz is habited.  
 
Charge Controllers 
 
Charge controllers provide the following functions: 

 Reduction of voltage generated by the PV panels (150 V) to that required to power 
other components in the power system (24 V); 

 Regulation of the amount of charge going into the batteries from the PV panels to 
prevent overcharging; and 

 Prevention of overnight current discharge from the batteries to the PV panels. 
 
An evaluation matrix applied to the two charge controller technologies available in the market 
indicated that Maximum Power Point Tracking would be more suitable than Pulse Width 
Modulation due to their lower cost and relative abundance. The three most suitable models of 
this type were then compared using another evaluation matrix, with the EP Solar Tracer-
1215RN deemed to be the most suitable.  
                                                           
1 The worst month analysis is based on the assumption that if the PV panels can provide sufficient electricity for 
Mars-Oz during the month with the lowest solar radiation in Arkaroola, it should be able to provide sufficient 
electricity for all other months in the year. 
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Mounting Structure 
 
Three different PV panel mounting structures were considered: fixed (non-tracking), single-
axis tracking, and double-axis tracking. It was found that the small increase in electricity 
generated by panels mounted on single-axis or double-axis systems in comparison to fixed 
mounting systems is not justifiable due to the higher costs and maintenance required.  
 
Application of an evaluation matrix on the three most suitable fixed mounting systems found 
that the PV-ezRack SolarTerrace III would be best because it is the most cost-effective and 
easy to install. Its inclination angle is also adjustable and would be able to support the PV 
panels at the required angle of 45°; a feature that the other designs lack.  
 
Energy Storage Subsystem 
 
Battery Size Calculation 
 
Storage batteries were deemed the most appropriate energy storage system due to their market 
abundance and commercial maturity. Battery capacity required for the power system was 
determined from the cloudy day analysis2, in which it was found that the maximum number of 
consecutive cloudy days over a typical year in Arkaroola is four [3]. The required battery 
capacity was therefore calculated to be 173 kWh with a maximum depth of discharge of 60%. 
However, budget and space constraints limited this to 24 hours’ worth of storage, which 
equates to a storage capacity of 87 kWh. A backup generator is expected to be used up to five 
times during winter to compensate for this smaller battery storage capacity.  
 
Battery Selection 
 
Two different types of battery technologies were considered: lead acid and lithium ion. 
Various models were evaluated against the relevant system requirements and technical 
attributes, and it was found that Victron Energy (BAT412201100) lead acid batteries would be 
the most suitable. This was primarily because lead acid batteries are less expensive than 
lithium ion batteries, and the Victron Energy batteries can be sourced from Adelaide. 
 
Based on the properties of the selected battery system, they were recommended to be 
configured as shown in Fig. 3. Two units of batteries should be connected in series to build up 
to the required system voltage of 24 V, with seventeen rows of batteries connected in parallel 
to build up to the required capacity of 87 kWh. 
 

 
Fig. 3: Recommended configuration of the storage batteries 

                                                           
2 The last 15 years of weather data in Arkaroola was examined in the cloudy day analysis to determine the 
maximum number of consecutive cloudy days that occur in a typical year. This is an important parameter for 
determining the total required battery capacity. 
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Battery Controller and Monitor 
 
Battery systems typically include a battery controller and monitor. These were sourced from 
the same manufacturer as the inverter and batteries to ensure compatibility of the system. The 
battery controller (VE.Net) records operational parameters of the battery such as voltage and 
temperature to calculate the actual state of charge of the batteries [6], while the battery 
monitor (Victron Blue Power Panel PX) displays properties logged by the battery controller.  
 
Electricity Supply Subsystem 
 
Inverter Selection 
 
An inverter converts direct current (DC) power from the PV panels and batteries into 
alternating current (AC) for use by electrical appliances in Mars-Oz. Three types of inverters 
exist in the market: grid-tied, modified sine wave and pure sine wave. The pure sine wave 
inverter was found to be most suitable because it has the highest efficiency of the three 
technologies and is therefore preferable for stand-alone power systems. 
 
Three pure sine wave models were compared based on daily peak load requirements of Mars-
Oz, which was calculated to be 15 kW from a compiled list of electrical appliances and 
equipment that are expected to be used each day. The Victron Energy Phoenix 24/5000 
inverter was found to be the most suitable because of its comparatively low upfront cost and 
small number of required units. It also has a high rated efficiency of 94%. 
 
Backup Generator 
 
It is recommended that a backup generator be installed as part of the Mars-Oz power system. 
Despite there being an energy storage system, it is likely that there will be a shortage of 
electricity provided to Mars-Oz in the event of continuously cloudy weather. Output power of 
the backup generator will be in AC, which means that it can be directly used by electrical 
appliances and equipment without having to pass through the inverters or other power 
conditioning equipment. It is expected that this backup generator will use diesel fuels since 
these are commonly used in the Arkaroola Village. 
 
Due to time and scope constraints, research on suitable backup diesel generators to adopt for 
the power system were not conducted. Nevertheless, it is recommended that a backup 
generator be included in the system to that ensure sufficient energy can be provided to the 
Mars-Oz regardless of the weather conditions. 
 
Alternatively, power conservation measures could be put in place to reduce electricity 
consumption. These were not investigated during this study, but would involve minimising 
the use of some equipment such as the hot water taps and air conditioners. 
 
Power Logging System 
 
A power logging system is an important component of a PV system, particularly an off-grid 
one, so that performance of the system can be recorded to identify potential faults. The 
recommended Victron Energy inverter can be connected to free Victron Energy software 
called VE Configure which monitors the inverter output [7]. Unfortunately, this software only 
provides instantaneous feedback and does not log output over time. 
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The currently recommended system does not include logging capabilities for the system’s 
power generation performance. Off-the-shelf logging systems that are currently available in 
the market either do not interface well with the recommended components or were deemed 
not applicable due to contraints, such as lack of internet connectivity at the Mars-Oz site. It is 
therefore recommended that the metering capabilities of the sytem be explored further beyond 
what has been discussed.  
 
Wiring and Circuit Protection 
 
Transmission Cables 
 
Tinned copper solar cables must be used for the transmission of electricity from the power 
generation subsystem towards the storage and supply subsystems, and will also be used for the 
grounding of the panels for circuit protection. The cables are designed specifically for PV 
applications due to their durability and high current rating. External cabling should be 
installed with an additional protective layer of PVC conduit running through the ground for 
protection from water and the weather. 
 
The recommended arrangement of the live and grounding cables is shown in Fig. 4. The 
grounding rod should be installed in the middle section of the array to reduce the amount of 
cabling required and therefore cabling costs. The configuration within the interior of the cargo 
module has not been detailed, and it is recommended that this be investigated in the future.  
 
It was calculated that 987 m of live cabling and 98 m of ground cabling would be required. 
This length of cable is controlled by the configuration of the panels and their location with 
respect to Mars-Oz. The entire array was designed to be built on flat ground as close to Mars-
Oz as possible, but where it will not be shaded by the Mars-Oz modules or surrounding 
landscape. The panels themselves were positioned to ensure that they would not shade each 
other and that transmission losses through the cables would be minimised. 
 
Grounding 
 
Grounding is required for the system in the event that excess electrical charge is present. In 
particular, grounding of the cables is required to prevent circuit overcharge. The DETA Earth 
Rod from Bunnings Warehouse was found to be the most suitable option for this purpose [8]. 
It is a standard copper rod that is used for grounding purposes, priced at $11.55 for 1.5 m. 
Two of these rods would be sufficient to ground the entirety of the system. A layout of the live 
and grounding cables of the system is shown in Fig. 4. 
 

 
Fig. 4: Configuration of transmission cables from PV panels to the Mars-Oz cargo module 
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Cable Protection  
 
Cable protection is required for the power system since a significant part of the cabling will be 
exposed to the environment. It is recommended that PVC piping be used to add an additional 
layer of insulation to the cables to provide protection from exposure to the elements.  
 
It was assumed that the cables will be separate from all other components when leaving the 
PV panels so that they would then combine into a formation of 8 cables for each row of panels 
and 32 for the entire PV array. Due to the natural formation of how the wires would fit when 
bundled together, the diameter of the formations will be 3 and 7 cables-width respectively for 
the 8 and 32 configuration. 
 
Surge Protection 
 
Surge protection is required to protect an electrical system from the effects of electricity 
surges in the circuitry. Surge protection is achieved through the use of fuses or circuit 
breakers. Breakers were selected for the Mars-Oz power system because they are reusable, 
while fuses need to be replaced after a surge occurs. Sourcing replacement components for the 
remote site would be costly and time-consuming. 
 
A wide range of circuit breaker technologies is available on the market. The most suitable 
breaker was found to be the residual current breaker with over-current protection (RCBO), 
which allows for the grounding of charge when an overcurrent occurs. This is beneficial 
because it prevents charge from building up within an overcharged panel. Additionally when 
an overcharge occurs further down the circuit, the RCBO would trip the circuit so that 
component damage is minimised. 
 
As per AS/NZS 5033 Clause 3.3 [9], breakers should be located after all vital circuit 
components. As such, it was recommended that the RCBOs be placed in the following 
configuration: 

 After each string of PV panels: 32 units operating at 55 A 
 Before each battery and inverter: 38 units operating at 160 A 
 Before the Mars-Oz module: x number of units operating at 65 A, where x is the 

number of circuits within the module. 
 
 

Final Design 
 
Power System 
 
As outlined above, the Mars-Oz power system design will contain the following key elements: 

 128 Tindo Karra 260W polycrystalline photovoltaic solar panels; 
 16 Clenergy PV-ezRack SolarTerrace III non-tracking PV mounting arrays; 
 34 Victron Energy BAT412201100 lead acid batteries for 24 hours’ storage; and 
 4 Victron Energy Phoenix 24/5000 inverters. 

 
A simplified schematic of the Mars-Oz power system is shown in Fig. 5. The components in 
this diagram combine to form the power generation subsystem, energy storage subsystem, and 
electricity supply subsystem. Due to the large number of components in the system such as PV 
panels, batteries, and charge controllers, the schematic has depicted them as blocks.  
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Fig. 5: Simplified schematic of the Mars-Oz power system 

 
The power generation subsystem comprises 128 solar panels. Four panels are connected in 
series and each of these 32 strings are connected in parallel. The panels are mounted such that 
each mounting unit supports 8 panels. Four mounting arrays will be installed side-by-side in a 
4 × 4 matrix, with the modules tilted at 45° from the horizontal and oriented to face True 
North for optimal performance in the winter. This configuration is shown in Fig. 6. 
 

   
Fig. 6: (Left) Configuration of the PV panels; (right) tilt and sizing of the mounting units 

 
Components Allocation 
 
Fig. 7 shows the configuration of power conditioning equipment within the Mars-Oz cargo 
module, including batteries, inverters and charge controllers. The cargo module has been 
designed as a storage compartment, so placing the power conditioning equipment within the 
cargo module allows some of the safety concerns associated with their operation near people 
(e.g. flammability of batteries and the discharge of hydrogen gas) to be addressed.  
 

 
Fig. 7: Configuration of power conditioning equipment within the Mars-Oz cargo module 
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Ventilation must be incorporated into the cargo module to ensure that hydrogen from the lead 
acid batteries can be discharged into the atmosphere, preventing the built-up of hydrogen gas 
that would be hazardous to humans and become an explosion risk at critical concentrations. 
The ventilation pathways created by holes in the module walls will permit natural ventilation 
through the area. Calculations based on battery specifications and AS 4086.2 [10] informed 
that a total of four ventilation holes will be needed for the proposed power system design, 
each with a diameter of 200 mm and having the same size as windows in the habitat module. 
 
 

Conclusion 
 
Error! Reference source not found. presents the components of the recommended Mars-Oz 
power system design, including the manufacturer, model and present cost of each component. 
The total system cost is $106,371, which is $5,671 over the provided budget of $100,700. It is 
expected that when the system is installed however, the price of the solar panels and batteries 
will have decreased due to the rapid development of these technologies.  
 

Table 4: Summary of the recommended components in the final design 
Component Manufacturer Model Number 

of units 
Unit cost 

($) 
Total 

component 
cost ($) 

PV panel Tindo Karra 260W DC 128 300.00 38,400 
Mounting 
system 

Clenergy PV-ez Rack 
SolarTerrace III 

16 750.00 12,000 

Battery Victron Energy BAT412201100 34 724.14 24,621 
Inverter Victron Energy Phoenix 

24/5000 
4 4,127.07 16,508 

Charge 
controller 

EP Solar Tracer-1215RN 32 86.66 2,773 

Logging system Victron Energy Blue Power 
Panel GX & 
VE.Net 

1 694.00 694 

Wiring and circuit protection 11,375 
Transmission 
cables* 

Altronics Various 1,123 m 
total 

Various 4,269 

Earthing rod DETA earth rod 6751B 2 11.55 23 
Cable 
protection** 

Various Various 186 m 
total 

Various 1,794 

Surge 
protection*** 

Various Various Various Various 5,289 

Total system cost $ 106,371 
*The transmission cables comprise live and ground cables as well as high current cables, which cost $3.50 and 
$11.95 per metre respectively [11]. 
**Cable protection consists of PVC piping of different diameters: 15mm and 20mm costs $9 per metre and 
50mm costs $29 per metre [12]. 
***Surge protection comprises three different circuit breakers that will be located throughout the system. 
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Stereolithographic 3D Printed Nozzles for Cold Gas
Propulsion Experiments
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Summary: High resolution stereolithographic 3D printed nozzles are under consideration
for use in a thrust stand for cold gas propulsion experiments. 3D printed nozzles allow
single-piece construction of small, complex internal geometries and fast, inexpensive ge-
ometry changes for parametric studies. However, investigation was required to determine
the outgassing characteristics of the stereolithographic resin, the geometric accuracy of the
prints, and the achievable surface finish for o-ring seal compatibility and smooth fluid flow.
Outgassing tests demonstrated vacuum compatibility for the conditions expected during thrust
stand operation: 0.01 mbar pressure and ambient temperature. The internal contour of the
printed nozzle was measured with a high resolution profilometer and matched the expected
geometry well, with a mean tolerance of ±0.06 mm. A surface roughness of 0.1 µm was
achieved by wet sanding and polishing the 3D prints, which was found to be sufficient for
o-ring seal requirements and hydraulically smooth flow.

Keywords: Propulsion, 3D printing, fluidic thrust vectoring, thrust balance, outgassing,
dimensional accuracy, surface finish, vacuum.

Introduction

A biaxial thrust stand is under development at UNSW Canberra for fluidic thrust vectoring
(FTV) cold gas propulsion experiments. FTV involves asymmetric injection of a secondary
fluid into a supersonic nozzle to deflect the thrust through an oblique shock wave and
momentum of the secondary fluid, as illustrated in Fig. 1. The technique has the potential
to improve propulsion system efficiency and precision by compensating for centre of mass
excursions and thruster misalignment. The thrust stand has been designed for operation in
the UNSW Canberra vacuum chamber, which has an internal volume of approximately 2.5
m3 and currently maintains a vacuum level of 0.01 mbar. All testing will be run at ambient
temperature. As the vectoring behaviour changes when the ambient pressure rises above the
exit pressure of the nozzle [1], a small nozzle throat diameter (2 mm) is required to maximise
the possible test time for a given nozzle area ratio.

The thrust stand consists of two parallel 1/2 inch stainless steel tubes to supply main and
secondary high-pressure nitrogen gas to a 3D printed nozzle block with injectors and internal
piping. Manufacture of the nozzle block by 3D printing allows the block to be constructed
in one piece and permits fast and inexpensive geometry changes for parametric studies. The
nozzle block is clamped between two aluminium plates, with the top plate threaded to connect
to two Swagelok pipe fittings, each with an o-ring seal between the aluminium and 3D printed
surfaces. The gas supply tubes are welded into rigid base plate and form an integral part of the
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Fig. 1: Mach number contours of FTV with 5° vector angle.

thrust stand by acting as a cantilever when a force is applied to the nozzle, circumventing the
issue of external forces from the piping when the system is pressurised. Axial and transverse
thrust is inferred from strain and acceleration measurements at the cantilever base and end,
respectively. The thrust stand design and a close-up view of the 3D printed nozzle block can
be seen in Fig. 2.

Fig. 2: Model of thrust stand (left) with close-up of 3D printed nozzle block (right).

The 3D printer chosen for manufacture of the nozzle blocks is a Form 1 high resolution
desktop stereolithographic (SL) 3D printer, shown in Fig. 3. The high resolution printing
provides a relatively smooth surface finish and allows the manufacture of very small injectors.
The availability of clear resin also offers possibilities for internal flow visualisation. The printer
works by directing a laser across a tray of liquid photo-reactive resin, causing successive thin
layers to solidify. The layer thickness can be selected by the user: from 0.1 mm for rough
prints up to 0.025 mm for high resolution prints. After each layer is formed, the printer
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performs a peel process, where the newly solidified resin is peeled from the bottom of the
resin tank. The layers are built up on a “build platform”, which slowly pulls the model out
of the liquid resin during printing, as shown in Fig. 4. The nozzle blocks take approximately
12 hours to print when the 0.025 mm layer thickness is selected.

Fig. 3: Formlabs Form 1 SL 3D printer.

Fig. 4: Formlabs Form 1 SL 3D printer build platform with printed nozzles.

Before using the 3D printed nozzle blocks for the thrust stand, outgassing tests were
required to determine the vacuum compatibility of the cured SL resin to avoid contamination
of the vacuum chamber. The key criteria for vacuum compatibility is the total mass loss
(TML) of a material when maintained at a specified pressure and temperature for a given
length of time, expressed as a percentage of the original mass. A TML of less 1.00% over
a 24 hour period is typically considered acceptable for space applications [2]. Investigation
was also required to assess the geometric accuracy of the nozzles, particularly their symmetry
about the nozzle axis. A significant asymmetry may produce side forces caused by the nozzle
geometry rather than the secondary fluid injection. A smooth surface finish was also required
for a sufficient o-ring seal between the 3D printed surface and the aluminium plate, and to
avoid additional shock waves in the supersonic section of the nozzle. For static o-ring seals,
a surface roughness of Ra < 0.4 µm is recommended for vacuum applications [3], where
Ra is the arithmetic average of the absolute values of the profile height variations from the
mean line, calculated over a specified cut-off length, which is typically around 1 mm. The
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smoothness of the fluid flow inside the nozzle can be described by the extent that the wall
roughness penetrates the viscous sublayer of the boundary layer, using a constant k+:

k+ =
Ra

√
τw
ρw

υ
(1)

where τw is the boundary layer shear stress at the wall, ρw is the fluid density at the wall, and
υ is kinematic viscosity. If the roughness profile falls within the viscous sublayer (k+ < 4),
the roughness has no effect on the flow and the wall is classified as hydraulically smooth. In
the transitional roughness regime (4 < k+ < 60), the roughness begins to have a noticeable
effect on the flow velocity and weak shock waves may appear from the small ridges on the
wall. When the flow is fully rough (k+ > 60), the flow velocity is no longer effected by
viscosity [4, 5]. The roughness values corresponding to each flow regime were calculated
using flow conditions at the nozzle throat from computational fluid dynamics simulations, as
follows:

• Ra < 0.3 µm: hydraulically smooth regime
• 0.3 < Ra < 4 µm: transitional roughness regime
• Ra > 4 µm: fully rough regime

Method

Formlabs Clear Photoreactive Resin Version 02 was used for all prints, which is a mixture
of methacrylated oligomers, methacrylated monomer, and photoinitiator [6]. When cured, the
resin has a tensile strength of 61.5 MPa, Young’s Modulus of 2.7 GPa, and a 5% weight loss
temperature of 274°C [7]. When using an SL 3D printer, parts are typically oriented with flat
surfaces at an angle of 10 to 20° to the build platform to prevent distortion by minimising the
area subjected to the peel process in each new layer. A support structure is also often used
to avoid print defects due to unsupported material during printing. Despite this, the nozzles
were printed directly to the build platform with no orientation angle or supports to ensure that
the layers were printed perpendicular to the nozzle axis. Printing the nozzles in this manner
allows the inside of the nozzle to be left unsanded if necessary, as any shock waves forming
on the small ridges inside the nozzle would be axisymmetric and thus have no contribution
to the vectoring performance. The nozzles were printed in two halves to allow profilometer
access to the internal contour. The print layout in the centre of the build platform can be seen
in Fig. 5. The completed prints were rinsed in isopropyl alcohol (IPA) for approximately 30
minutes and left in natural light for a 24 hours to further cure. The nozzles have a throat
diameter of 2 mm, exit diameter of 20 mm, and diverging length of 33 mm.

Fig. 5: Layout used for nozzle prints: directly to build platform with no supports.
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Vacuum Compatibility

The American Society for Testing and Materials (ASTM) Standard E 595 - 93 [2] for total
mass loss (TML) testing was followed to the extent possible with the available facilities. Ten
1 cm3 cubes of approximately 1 g were printed, cleaned with lint-free cloth and IPA, and
placed in a clean aluminium foil tray. A second piece of aluminium foil was also cleaned
with IPA to provide a clean surface on the mass balance. The samples and aluminium foil
were stored in a clean desiccator (a sealed vessel containing silica gel to remove moisture
from the samples) when not in the vacuum chamber, as shown in Fig. 6. Nitrile gloves were
worn during all handling procedures and care was taken to ensure the samples did not come
into contact with anything that had not been thoroughly cleaned with IPA.

Fig. 6: Outgassing samples and aluminium foil stored in desiccator when not in vacuum
chamber.

Immediately prior to vacuum exposure, each sample was weighed on a mass balance with
a sensitivity of ±10 µg, as shown in Fig. 7. The samples and aluminium foil tray were then
placed inside the vacuum chamber with two thermocouples positioned immediately above the
samples. The vacuum chamber set-up can be seen in Fig. 8. After the initial pump down,
the vacuum chamber was maintained at a pressure of approximately 0.01 mbar and ambient
temperature of approximately 20°C for 24 hours. The pressure and temperature were chosen
to represent the FTV testing conditions as closely as possible. When the vacuum period was
complete, the vent valve was opened and the chamber was backfilled with ambient air. The
samples were then removed immediately and weighed for a second time. The total mass loss
of each sample was then calculated as follows:

%TML =
massinitial −massfinal

massinitial
× 100 (2)
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Fig. 7: Outgassing test sample on mass balance with ±10 µg sensitivity.

Fig. 8: Set-up of outgassing samples and thermocouples on thermally-controlled vacuum
chamber base (chamber walls and lid removed at this point).

Geometric Accuracy

The printed nozzle contour was measured using a Nanovea PS50 optical profilometer for
comparison with the computer aided design (CAD) model that was used as the printer input.
The profilometer has a vertical range of 12 mm, which allowed the half-nozzles to be profiled
in a single session. A 3D printed base was used to repeatably position the nozzle halves during
profiling and maintain alignment with the profilometer axis. Measurements were taken with
a horizontal resolution of 0.05 mm and vertical resolution of 133 nm.
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Fig. 9: Measuring the nozzle contour using the Nanovea profilometer with 3D printed
nozzle holder.

Surface Roughness

Two flat, rectangular samples were prepared for surface roughness testing: a raw “as-
printed” sample and a “sanded and polished” sample. The latter sample was prepared as
follows:

1) Wet sand with 800 grit sand paper by hand for approximately 2 minutes
2) Wet sand with 1200 grit sand paper by hand for approximately 2 minutes
3) Polish with cork and Novus 3 Heavy Scratch Remover
4) Polish with cork and Novus 2 Fine Scratch Remover
5) Polish with microfibre cloth and Novus 1 Plastic Clean and Shine

The materials used for this process are shown in Fig. 10 with a polished nozzle block.

The Nanovea profilometer was again used for surface profile measurements, this time with
a horizontal resolution of 0.01 µm and vertical resolution of 2.5 nm. With a profile length of
5 mm and cut-off length of 1 mm, the average roughness, Ra, was calculated as follows:

Ra =
|Z1|+ |Z2|+ . . .+ |ZN |

N
(3)

where Z is the vertical distance of the measurement point from the mean line and N is the
number of data points within the cut-off length.
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Fig. 10: Printed nozzle block with materials used to obtain surface finish.

Experimental Results

The total mass loss results for the 10 samples of cured SL resin are shown in Table 1. A
mean TML of 0.007% was obtained for 24 hour exposure to the vacuum conditions expected
for the FTV experiments (0.01 mbar pressure and ambient temperature of 20°C). This is
well below the vacuum compatibility criterion of 1% total mass loss and is thus considered
acceptable for use in the thrust stand. Further testing is required to determine the outgassing
characteristics for ultra-high vacuum and elevated temperature applications.

Table 1: Outgassing test total mass loss results for 24 hour exposure to 0.01 mbar and 20°C

Sample Initial Mass (g) Final Mass (g) TML (%)

A 1.08172 1.08161 0.010

B 1.10035 1.10026 0.008

C 1.06510 1.06502 0.008

D 1.09965 1.09955 0.009

E 1.12233 1.12220 0.012

F 1.09267 1.09263 0.004

G 1.08674 1.08668 0.006

H 1.11262 1.11257 0.004

I 1.07433 1.07425 0.007

J 1.05040 1.05037 0.003

Mean 0.007

Standard Deviation 0.003

The measured contour along the nozzle axis at the midpoint of the nozzle halves is shown
in Fig. 11 against the input CAD geometry. For clarity, only every 20th point has been plotted.
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The printed geometry can be seen to closely approximate the desired nozzle contour. Fig.
12 displays the printed nozzle circumference at the throat, midpoint of the diverging section,
and exit. Again, the printed profile is a close match to the CAD geometry and no significant
asymmetry is apparent. A small discrepancy from the circular profile can be seen at a radius of
zero at the junction of the two nozzle halves, where the circular profile turns 90° to transition
to a flat surface. Printing the nozzles in a single piece would eliminate this error, however,
the vertical range of the available profilometer did not allow measurement of single-piece
nozzles of this size. The mean tolerance of the 3D printed nozzle was found to be ±0.06
mm, which is 3% of the nozzle throat diameter and 0.3% of the exit diameter. This tolerance
was deemed acceptable for use in the thrust stand, with minor asymmetries to be accounted
for with calibration.
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Fig. 11: Profilometer results for nozzle contour at midpoint of each nozzle half.
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The surface profiles of the raw and sanded and polished 3D prints are shown in Fig. 13.
A waviness can be observed in the raw surface profile, which is thought to be due to minor
distortions of the material from the peeling process during printing. With a cut-off length
of 1 mm, the raw surface was found to have an average roughness of Ra = 0.9 µm ± 0.4
µm. The sanded and polished surface was substantially smoother, with an average roughness
of Ra = 0.1 µm ± 0.08 µm, comparable to mirror-polished steel. The sanded and polished
surface is smooth enough to provide an adequate o-ring seal against the aluminium plate
of the thrust stand (Ra < 0.04 µm) and is well within the hydraulically smooth regime
for the nozzle flow conditions. The raw surface is not smooth enough for the o-ring seal,
therefore, the top and bottom surfaces of the nozzle block will need to be sanded and polished.
The raw surface roughness falls within the low end of the transitional roughness regime
(4 < k+ < 60), therefore, weak shock waves are likely to be present if the nozzle interior
is left unsanded. As sanding the nozzle interior is likely to alter the nozzle contour and
symmetry, it is recommended that the nozzles are printed with the nozzle axis perpendicular
to the build platform at an angle of 0° so that the roughness profile is axisymmetric with
minimal impact on the vectoring performance.
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Fig. 13: Surface profile for “raw” and “sanded and polished” prints.

Conclusion

The suitability of stereolithographic (SL) 3D printed nozzle blocks for a fluidic thrust
vectoring thrust stand has been investigated. A Form 1 high resolution desktop SL 3D printer
was selected for printing the nozzles due to its high resolution and availability of clear resin.
Formlabs Clear Photoreactive Resin Version 02 and a layer thickness of 0.025 mm was used
for all prints. The outgassing characteristics of the cured SL resin were tested using the total
mass loss (TML) method for the operating conditions expected for the thrust stand (0.01
mbar pressure and ambient temperature). A mean total mass loss of 0.007% was obtained
for 24 hour exposure, which is well within the requirements for vacuum compatibility (TML
< 1%). Outgassing behaviour at ultra-high vacuum or elevated temperature has not yet been
determined.

The geometric accuracy of the 3D prints was assessed by measuring the internal nozzle
contour with a high resolution optical profilometer for comparison with the CAD model
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geometry used as input for the printer. The printed geometry was found to closely match the
required geometry, with a mean tolerance of ±0.06 mm, which represents 3% of the nozzle
throat diameter and 0.3 % of the exit diameter. No significant asymmetry was seen in the
nozzle circumference and the results were deemed acceptable for use in the thrust stand.
The roughness of two surface finishes was also analysed: a raw “as-printed” sample and a
“sanded and polished” sample, which was wet sanded twice and subjected to three rounds of
polishing. The raw surface was found to have an average roughness of 0.9 µm ± 0.4 µm,
which was not sufficient for an o-ring seal and fell into the transitional roughness regime
for the expected flow conditions. A surface roughness similar to mirror-polished steel was
achieved with the sanded and polished sample, 0.1 µm ± 0.08 µm, which meets the criteria
for o-ring seals for vacuum applications. The surface profile was in the hydraulically smooth
regime and would thus have no impact on the supersonic fluid flow. Despite this, it was
recommended that the nozzle interior be left raw to avoid altering the nozzle contour during
sanding. Asymmetries due to the surface roughness can be eliminated by printing the nozzles
directly to the build platform at an angle of 0°, minimising the impact of weak shock waves
on vectoring performance.
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Summary: UNSW's QB50 [1] Cubesat harnesses solar power via three body-mounted and two 
deployable Photovoltaic panels. For a given mission, the amount of solar energy that can be 
generated can be optimised if non-mission-critical configurations such as the solar panel 
deployment angle and the satellite's attitude can be varied. Taking the orbit-averaged generated 
power as the function to maximise, a comprehensive set of 3D-based in-orbit simulations can 
then produce the optimal configuration for a mission. The simulation has been developed in 
MatlabTM and incorporates 3D ray tracing algorithms to account for the shadowing effects of 
the deployed solar panels on the body-mounted solar panels. Taking into account the self-
shadowing effect, a parametric study was then conducted to solve for the power output of the 
satellite at all orientations in 3D space. 
 
Incorporating the various power efficiencies of the satellite load and Electrical Power Systems 
(EPS) module, the computed solar energy generated is then used to accurately predict the power 
margins of the system at a variety of operational modes and spacecraft attitudes. This analys is 
thus provides a useful guide to ensure that the design of our mission is operating within 
sufficient energy margins. 
 
Taking the UNSW EC0 Cubesat mission as a case study, this analysis has shown that the effects 
of self-shadowing can reduce up to 30% of instantaneous output power, and thus is an important 
factor to be considered. By optimising the satellite roll and panel deployment angle, the satellite 
is able to maintain a positive power margin, as opposed to a negative power margin as observed 
in other non-optimised configurations.   

System Overview 
The electrical power subsystem (EPS) on UNSW-EC0 consists of the NanoPower P-series P31u 
V8.0 (GOMSpace) [2] and includes a 20Whr Li-ion battery. The EPS regulates and distributes 
the power to the loads. Furthermore, five solar panels from GOMSpace provide the input power. 
Three panels are body mounted and two solar panels are deployable. 

The NanoPower P31u has 3 input channels with independent power-point settings giving an 
input power capacity of 30W. The NanoPower interfaces to triple junction solar cells and uses 
a boost-converter to condition the power output in order to charge the batteries. The input power 
and the energy stored in the batteries is used to feed two buck-converters supplying a 3.3V rated 
at 5A and a 5V rated at 4A output bus. NanoPower includes a microcontroller that provides 
maximum power-point tracking (MPPT), measures and logs voltages, currents etc. 
Commanding of the EPS is done using an I2C interface. 
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The 2400mAh lithium-ion battery is charged with all the available power from the solar cell 
inputs which is not used by the loads on the external power buses. The battery is protected 
against under-voltage and over-voltage and operates at a nominal voltage of 7.4V. A block 
diagram of the EPS can be seen in Figure 1. NanoPower has six latch-up protected and 
controllable outputs, two "always on" 3.3V and two "always on" 5V bus outputs and an always 
on direct battery voltage output. 

 

Figure 1 NanoPower Block Diagram 

The solar panels consist of 4 triple-junction photo-voltaic cells each. The solar cells have an 
efficiency of 28.3% and an output power of 5.2W at 28 °C.  

The satellite carries two deployable solar panels and three body mounted solar panels. The body 
mounted solar panels has four solar cells on each surface and are populated on the -X, +X and 
–Y surface of the satellite. The two deployable panels are hinged to the +Y and –Y surfaces. 
Both deployable panels has four solar cells each facing the -Y direction when deployed at 180°. 
This set-up has been chosen to increase the power output during nominal operations, i.e. 
velocity vector pointing. 

Factors influencing power generation efficiency include spectral distribution, spatial 
distribution of power, temperature, and resistive load.  For a satellite in space, only the spatial 
distribution of power, temperature and resistive load will vary. The resistive load can be varied 
until the peak or maximum power point (MPP) is achieved. MPP is achieved by the three Boost 
Voltage regulator on the EPS. The power at this point is recorded as Watt-peak (Wp). It is Watt-
peak and the spatial distribution of power that is the focus of this paper. Temperature affects 
Watt-peak in the order of milli-watts, hence insignificant to our study. [3] 
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Simulation Methodology for Cubesat Power Generation 
The purpose of this analysis is to provide a thorough understanding of the power input of the 
solar panels. In order to do this the orientation of the spacecraft with respect to a reference 
vector (i.e. the Sun) has been modelled. This fixes the orientation of the solar panels as well, 
resulting in an effective area that receives sunlight. Furthermore, the effect of self-shadowing 
on the solar panels has been taken into account to give an accurate representation of the 
problem. Self-shadowing is the effect of the shadow of the satellite’s structure casting on its 
own solar panel, resulting in a lowered power generation capability. 

Rotation Matrix Definition 
First, the method to find the orientation of the satellite in a specified reference frame - in this 
case the inertial frame - is outlined. The sides of the spacecraft can be represented in the body 
frame (B-frame) as a set of vectors which serve as the vertices of the body [4]. The orientation 
of the body frame in a Local Vertical Local Horizontal (LVLH) can be described by three 
angles; roll, pitch and yaw (φ,θ,ψ). Any vector in the B-frame is transformed into the LVLH 
frame by a simple 3-2-1 axis rotation [5]:  

 

 

The vector can be further transformed into the orbital frame as: 

 

The rotation from the orbital frame to the inertial frame is done by rotating over the right 
ascension of the ascending node (Ω), inclination angle (i) and the true anomaly (u). 

 

The rotation matrix to convert from body frame to inertial frame is the product of the three 
individual rotations: 
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Solar Panel Power Generation  
Secondly, a solar panel is modelled as a vector normal to its surface. By finding the incidence 
angle, β, between this vector and the reference vector, the projected area of the solar panel can 
be found [6]. The projection of the sun’s ray unit vector onto the surface’s normal vector is 
proportional to the power generated by the panels: 

 

where, is the power density in W/m2 and A is the area of the solar panel in m2. The angle 
β is found by using the scalar product: 

 

with V1 the reference vector and V2 the vector normal to the solar panel surface. The total power 
input to the EPS is equal to the power inputs from all the panels that are in sunlight added 
together. 

Self-Shadowing based on Ray Tracing 
This section details the computations for the illuminated area A of a solar panel by accounting 
for self-shadowing effects using ray tracing techniques [7]. In certain configurations the solar 
panels shadow parts of other solar panels or the complete panel. This reduces the power input 
of the solar panels. Preliminary analysis showed that this is a driving factor when determining 
the optimal roll and solar panel deployment angle. The method to find the shadowed area of a 
solar panel consists of three steps. Firstly, the vertices of the panel that shadow on the solar 
panel will be projected on a plane coinciding with the shadowed solar panel. Secondly, this 
vector will be expressed in a solar panel reference frame.  Thirdly, the shadowed area will be 
calculated by evaluating which 2D case the configuration represents. 

A simple shadow casting algorithm is used to map the vertices on the solar panel. Consider a 
vertex A which casts a shadow Sa on the solar panel as a result of a light source L. First, a 
vector V is constructed from the light source to the vertex: 

 

Next, this vector is lengthened so that it touches the plane of the solar panel: 

 

with y1+y2 the distance from the light source to the plane and y2 the distance from vertex A to 
the plane. The distances y1+y2 and y2 are equal to: 
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Lastly, the vector V is added to the position of the light source: 

 

The second step is to express this vector, which is expressed in the inertial frame, in the solar  
panel frame. The solar panel frame has two of its axis coinciding with the sides of the panel: 

 
Figure 2 Example: a 2U solar panel viewed from the X-Z axis 

The transpose of the rotation from the body frame to the inertial frame will express the shadow 
point in the body frame. Depending on which panel is shadowed the rotation matrix from the 
body frame to the solar panel frame can be determined, which is a function of the solar panel 
deployment angle. 

The third step is to calculate the shadowed area. There are a number of cases possible depending 
on the geometry of the problem. For example, a vertex could lie outside of the filled area 
resulting in either a triangular shadow or an irregular polygonal shadow: 

 
Figure 3 An example of geometry differences of the shadow projected on the solar panel. 

(Left) A triangle case. (Right) An irregular polygon shape. 
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Numerical Results for UNSW EC0 Cubesat 

Time Variation of Generated Electrical Power  
The method described above yields the power input to the system at any point in the orbit. For 
example, for an equatorial orbit (i=0°) at 320km altitude with solar panels deployed at 180° 
produces. 

The 'No shadowing' power output is a simulation with transparent solar panels, i.e. even though 
a panel might be shadowed by another it still receives power in this simulation. As can be seen, 
the power output is smaller when self-shadowing effects are taken into account. The difference 
in the evaluation of instantaneous generated power can be up to 30%, which amounts to a 
significant 15% in difference in orbit averaged terms. The regions where the two cases overlap 
means no panels are in shadow. Between 1300s and 4000s, the spacecraft is in the earth’s 
eclipse, resulting in zero power output. 

 
Figure 4 Typical power output profile 

Analysis of Solar Panel Deployment Angle and Roll Angle  
By computing the power input over an entire orbit the orbit average power can be determined. 
For this analysis, Orbit average power is computed for various deployment angle and satellite 
attitude roll angle to identify the optimal satellite configuration for power generation for a 
particular Sun Synchronous Orbit. 

The simulation scenario assumes a circular orbit at 320 km altitude. The inclination is 98° and 
the right ascension of the ascending node (RAAN) is varied between 0° and 90° in steps of 15° 
corresponding to a local time of ascending node (LTAN) from 12 o'clock to 6 o'clock.  For each 
LTAN (another representation of RAAN) the simulation is run for various combinations of 
solar panel deployment angle and roll angle. The power output expressed in this section is the 
orbit-averaged power. 

The contour plots below depicts the power output as a function of roll angle and solar panel 
deployment angle. The roll angle is varied between -180° and 180° in steps of 3°. The solar 
panel deployment angle is varied between 90° and 180° in steps of 3° as well. 
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The first case in Figure 5 is an orbit with a LTAN of 12 o'clock at where the orbit intersects the 
equator directly at 0° longitude. In all LTAN configurations above, one particular deployment 
angle can be found to be best performing in most cases, yielding approximately 4W. However, 
this pales in comparison with the LTAN of 6 o’clock where the optimal power output is 
expected to be in excess of 11W (see Figure 7). In general terms, LTAN of 12 o'clock can be 
seen as the worst orbit in this analysis while LTAN of 6 o’clock is considered the best orbit.  

Using the deployment angle of 160°,  

Table 1 summarises the optimal roll angle for various LTAN. The table can be extrapolated for 
LTAN outside the range considered here as the result is analogous to the four quadrant system 
because the geometries remain the same. 

 
Figure 5 Power output at LTAN of 12 o'clock 

 
Figure 6 Power output at LTAN of 3 o'clock 
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Figure 7  Power output at LTAN of 6 o'clock 

 

Table 1 Summary of generated power and optimal roll angle for a given LTAN for solar panel 
deployment angle of 160° 

LTAN Orbit avg. power 
[W] 0° roll 

Orbit avg. power 
[W] Optimal roll 

Optimal roll 
angle [deg] 

12 o’clock 3.22 4.05 30 
1 o’clock 4.08 4.5 -51 
2 o’clock 4.66 5.3 -66 
3 o’clock 4.55 6.28 -81 
4 o’clock 4.39 7.36 -96 
5 o’clock 5.02 11.2 -123 
6 o’clock 4.62 11.9 -123 

Application to Electrical Power Margin Analysis 

Efficiency of the EPS 
The EPS contains two large power consumers, i.e. a boos-converter to convert the voltage from 
the solar cells up to the batteries and a buck converter to condition the power to the user. These 
two components determine the overall efficiency of the system. The NanoPower datasheet 
specifies the efficiency of both components. The boost converter's efficiency is a function of 
the input power (at a fixed battery and input voltage). Therefore, the overall efficiency of the 
system will depend on the input power as well. The buck converter's efficiency decreases with 
output current. The 3.3V converter and 5V converter have different efficiencies for a given 
output current. The overall efficiency of the system is determined by multiplying the 
efficiencies of both converters. As a result the efficiency depends on the power input and output 
current of the system. For each mode the efficiency has been determined accordingly. 

Electrical Power Loads and Power Budget 
The satellite’s operation is simplified for this analysis such that it can only operate in one mode 
at any one time. Each mode will power up one mode or more. For any one particular mode, the 
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orbit averaged duty cycle of this load is used for calculation. The justification for orbit averaged 
duty cycles of each load and description of each mode will be discussed below. 

Idle mode or Safe mode: in case the satellite switches to safe mode it is essential that the ground 
station can communicate with the satellite. Therefore, the UHF RX and UHF Beacon are on 
constantly. The other two vital components, i.e. the OBC and EPS are on as well. The attitude 
of the satellite is left uncontrolled. 

ADCS Pointing mode: the OBC and EPS are turned on for 100% of the time as well as the 
components required to determine the attitude of the satellite, i.e. the CubeSense, course Sun 
sensors, magnetometer, gyroscope and Namuru GPS. The magnetorquers are in standby and 
have a duty cycle of 10% based on the power consumption in standby (i.e. 0.1W). 

ADCS Detumbling mode: the ADCS system uses B-dot control to make sure the satellite is 
detumbled after it has left the launcher. The magnetometers and magnetorquers are at 100% 
duty cycle, as well as the gyroscope and course Sun sensors. CubeSense is in standby-mode 
hence the 28% duty cycle (0.1W standby / 0.36W). 

Comms mode: for this mode, the UHF communications module is listening and transmit t ing 
data down to the ground. The attitude is maintained by using CubeSense, the gyroscopes and 
Namuru GPS receiver as sensors and the magnetorquers are on standby for control. The UHF 
transmitter requires 5W when transmitting thus increasing the power consumption of the 
satellite. The batteries are necessary to deliver extra power. 

INMS mode: for the INMS mode it is crucial that the vehicle remains velocity-vector pointed. 
Hence the CubeSense, gyroscopes, course sun sensors and Namuru GPS receiver are on 100%. 
The magnetometers are 50% in standby mode and 50% active yielding a duty cycle of 70% 
considering the power input for the standby mode is lower (0.1W) than when active (0.96W). 

Namuru mode: in this mode the radio occultation and radio reflectometry experiments are 
conducted. For the radio reflectometry experiment the satellite has to be pointed in the nadir 
direction. This requires attitude control, hence the sensors are turned on. The same as with the 
INMS mode the magnetorquers are expected to be active 50% of the time. 

RUSH mode: the RUSH payload has no attitude control requirements hence the magnetorquers 
are put on standby to keep the satellite stable. Attitude sensors are turned on as well. At this 
point it is investigated whether RUSH can be running while the INMS is turned on. One of 
RUSH's tasks is to detects SEU's and the INMS data can be used to correlate between 
ion/neutron density and SEU's. 

SeL4 mode: in order for seL4 payload to prove that it can perform mission critical task it has to 
perform the same ADCS tasks as the OBC. Hence, the same instruments as in the attitude 
determination mode are turned on as well as seL4 itself. The maximum power consumption of 
seL4 is 3W when it is performing an experiment. However, this will only run for 50% of the 
time. For the rest of the time a lower power level is required. Therefore, the duty cycle is set to 
80%.  
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The UHF Communications mode, INMS mode, RUSH mode and seL4 mode do not have any 
roll angle requirements. Therefore, if all ADCS modules are fully operational, the roll angle 
can be commanded such that the power output is maximum. For a moderate case orbit of 3 
o'clock LTAN with solar panel deployment angle of 135° at an optimal roll angle of around -
90° (Figure 6). The orbit average power output is then expected to be at a higher level, at 5.5W. 
The generated power for nominal operation in Table 2 is based on this configuration and 
assumption. 

The power budget spreadsheet is shown in Table 2. It demonstrates an overall positive power 
margin (36%) for operations when power profiles of the modes are considered in conjunction 
with the orbital average duty load. 

Other Worst Case Considerations 
A worst case has been considered; no solar panel deployment in an orbit with a LTAN of 12 
o'clock. Thus, the satellite has only one solar panel facing the Sun. In this case, the orbit average 
power generated is expected to be 1.1W which allows it to still be marginally operational in 
idle mode (also known as the safe mode). 

The detumbling mode is entered when the satellite is first deployed from its launcher or when 
the satellite is intermittently loses control of its attitude. When in Detumbling mode The orbit 
average power generation is 2.75W, given solar panel deployment angle of 135° has been 
chosen given a worst orbit at 12 o'clock LTAN. This is computed by taking a number of random 
orientations during one orbit. The power consumption of Detumbling mode is not shown in 
Table 2 for brevity but it is calculated to be within range of generated power. 

 

Another scenario to consider is when the satellite can be stabilised to a default roll angle but 
unable to change its roll angle while in orbit. In practice, the default roll angle needs to be set 
to 0° so that it can satisfy all missions’ requirements. However, this roll angle is not the best for 
solar power generation as can be seen in Figure 5-7. Given a worst case of LTAN of 12 o'clock 
and choosing the best possible solar panel deployment angle of 135°, the orbit averaged power 
generation in this case is found to be 3.5W (see Figure 5).  

From the power margins calculated, it is clear that some modes require extra power from the 
batteries. However, it has to be noted that the power budget has been formed based on orbit 
average power generation. Some modes will only run for a couple of minutes which could mean 
the instantaneous power generation is sufficient even though the orbit average is insufficient. 
Currently, a mission scheduler is developed which takes into account instantaneous power 
generation and schedules the modes based on this. 
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Table 2 Orbit averaged power budget sheet for UNSW-EC0 
  Power Budget by Average Operational Orbit 

% Orbit time 0.167 0.032 0.600 0.002 0.150 0.050 

Loads 

Power 
Consum

ption 
(W) 

Units Idle 
Mode 

UHF  
Comms 
Mode  

INMS 
Mode 

Namuru 
Mode 

RUSH 
Mode 

seL4 
Mode 

OBC 0.29 1 100 100 100 100 100 100 
UHF RX 0.2 1 5 100 0 0 0 0 
UHF TX 5 1 5 100 0 0 0 0 

UHF TX (beacon) 0.13 1 100 0 100 100 100 100 
Magnetorquer 0.96 1 0 10 70 70 10 10 

CubeSense 0.36 1 0 100 100 100 100 100 
Course Sun Sensors 0.01 5 100 0 100 100 100 100 

Magnetometer 0.05 1 100 0 0 0 0 100 
Gyroscope 0.05 1 100 100 100 100 100 100 

EPS 0.125 1 100 100 100 100 100 100 
Namuru GPS 1.2 1 0 100 100 100 100 100 
RUSH: FPGA 2 1 0 0 0 0 100 0 

seL4 3 1 0 0 0 0 0 80 
INMS 0.84 1 0 0 100 0 0 0 

Thermistors 0.05 0 100 100 100 100 100 100 
Sum loads (W) 0.96 7.32 3.72 2.88 4.30 4.75 

Efficiency 0.86 0.84 0.87 0.86 0.87 0.84 
Power Consumed (W) 1.12 8.72 4.25 3.35 4.92 5.66 
Power Generated (W) 5.5 5.5 5.5 4.5 5.5 5.5 

Power Margin (%) 80 -59 23 26 10 -3 
         

   Total orbit averaged power margin   
         

Power Consumed (W) 3.51 W/hr     
Power Generated (W) 5.50 W/hr     

Power Margin (%) 36       
 
 

Conclusion 
A simplistic model for power analysis that ignores shadowing effects can lead to overoptimist ic 
estimates for expected solar power generation. This paper showed that using simple vector 
calculations and transformation matrices, the average illumination of the solar panels due to its 
orientation, shadow and orbit can be accurately characterised for power budget analysis. It is 
shown via an example that the instantaneous power generated from solar panels can in reality 
be up to 30% lower (15% lower in orbit averages power generated) when actual self-shadowing 
effects are taken into account. 

Using the UNSW EC0 Cubesat as a case study and accounting for self-shadowing effects, an 
optimum deployment angle for its deployable solar panels and an optimal satellite roll attitude 
can be found for a given LTAN (or RAAN) in a sun-synchronous orbit. This has been achieved 
with simple numerical vector calculations based on simple ray tracing techniques, without any 
assistance of any CAD software. 

The computed solar power generation analysis is then applied into the case of UNSW EC0’s 
power budget analysis. It is shown that the UNSW EC0 has a power margin of approximate ly 
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36%. In other words, this Cubesat mission can achieve – on average – 36% more power 
generation than the expected power consumption. 
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Summary: An Attitude Determination and Control System (ADCS) is implemented to provide 
de-tumbling and pointing capabilities for the University of New South Wales EC0 Cubesat as 
part of the QB50 project. This ADCS implementation is based upon a MATLAB - STK 
simulation model developed at UNSW. The 2U Cubesat utilises a sun and an earth sensor, 3 
axis gyroscope and 3 axis magnetometer to provide attitude determination through an extended 
Kalman filter. Based on the calculated attitude, the attitude control algorithm then actuates a 
set of varying pulse width modulated (PWM) outputs to the 3 axis Magnetorquer to manoeuvre 
the Cubesat. This paper details the software development and hardware integration and testing 
of the Detumbling controller of this system for a 2016 launch opportunity. The findings cover 
the functionality of the system, as well as a discussion of the low-cost testing methods selected 
for subsystem verification and validation. 
 
Keywords: Attitude Determination and Control, Cubesat, Satellite, Magnetorquers, B-Dot, 
Magnetometers, Detumbling, QB50 

 

Background 

The QB50 Project at UNSW 

The QB50 project is a planned network of 50 Cubesats which will be launched from the ISS in 
2016 into a ‘string-of-pearls’ formation. These Cubesats will initially have the same altitude as 
the ISS and due to atmospheric drag, their orbit will decay over a mission lifetime period of 
three months or longer. As their orbit decays they will take readings of the largely unknown 
lower thermosphere and ionosphere. The measurements will be taken at many spatially and 
temporally separated points providing insight that traditional missions could not provide. The 
EC0’s primary payload, which also is its primary objective, is the Ion Neutron Mass 
Spectrometer (INMS) which is used to characterise the content in the earth’s atmosphere that 
the Cubesat is travelling in for scientific research. The UNSW QB50 will additionally carry 
the following experiments which dictate its secondary goals: 

- Namuru Space GPS receiver: Developed entirely by UNSW to investigate the use of 
GPS reflected off the sea surface and refracted GPS signals over the ionosphere which 
can be used for sea state monitoring and weather prediction. 

- seL4: A NICTA developed experiment to demonstrate the high-assurance seL4 
Operating System in use in space environments to verify its fault tolerant capability. 

- RUSH: A rapid recovery system from single event upsets, which should allow for rapid 
reconfiguration of hardware resources.  
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To achieve these objectives, the Cubesat will need to be capable of slowing its rotational speed 
from a tumbling state (a process called Detumbling) and manipulate its attitude such that the 
INMS payload will point in the direction of travel (a process called Pointing), This paper details 
the development and testing of the Detumbling subsystem for the Attitude Determination and 
Control System (ADCS) for this Cubesat. The best method for testing cube satellites ADCS 
which operates in rotational modes is determined to be an air bearing table system.  

Air Bearing Test Beds 

There are three main types of air bearing spacecraft simulators. Firstly, rotational tables allow 
for a body to be rotated in one, two or three degrees of freedom (DoF). They do not allow for 
any translational motion. Rotational simulators are good for investigating how well reaction 
wheels, magnetorquers and similar can actuate the spacecraft and oppose the influence of 
external torques. However they are limited in their applications; when translation is necessary, 
the simplest configuration is that of the planar test bed. They typically allow for motion in three 
degrees of freedom but some simple system only allow for two or possibly even one. It is also 
now possible to design a system that will allow complete simulation in all six degrees of 
freedom within set bounds  [1]. 

Rotational or spherical systems are useful for testing orientation as they allow the relevant 
rotational DOFs. An ideal design would allow for complete freedom on all three axes of 
rotation, however typical spherical air bearing designs limits the pitch and roll. It provides a 
relatively external torque independent environment, with complete rotation freedom about the 
yaw axis, and constrained motion about the Pitch and Roll axes. This motion is constrained by 
the geometric constraints of the test system. A spherical air bearing was determined to be the 
appropriate test apparatus. 

 
 

(a) (b) 
Figure 1: Spherical Air Bearing Systems: (a) Umbrella Style and (b) Table Top[2]  

 
Two main types of spherical air bearing test systems exist; table top and umbrella style. Both 
configurations (see figure 1, above) allow for unconstrained 360 degree rotation about the ‘z’ 
or Yaw axis. Motion about the other two axes is constrained by the support structure for the air 
bearing. The umbrella style increases this freedom of motion, by moving the plate which 
contains the experiment away from the air bearings rotation region. The table top type is used 
in our ADCS testing.  

The now popular cube sat under went ACS testing on a spherical air bearing test bed at York 
University. Because of the scale of the CubeSat, the entire satellite was able to be physically 
tested instead of a modelled copy. The test system included a manual balancing system, and 
platform electronics that include an on-board computer (OBC), wireless transceiver for 
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telemetry, reference inertial measurement unit (IMU), power distribution board, and batteries 
(Li et al., 2013) [5].  

In this paper, the Table Top Spherical Air Bearing System is chosen for its simplicity in 
setting up. The Umbrella style requires the center of gravity (COG) to be accurately aligned 
with the center of rotation (COR) in all three dimensions whereas the equivalent alignment is 
required for only two dimensions for the Table Top style to function. For the case of the 
Umbrella style, a slight misalignment between COG and COR will result in an imbalance that 
can potentially damage the engineering model cubesat under testing. In configuring the Table 
Top style, the COG is positioned slightly lower than the COR to achieve a “bottom-heavy” 
configuration so that the balancing in the horizontal plane can be more easily achieved. 

This paper focuses on the implementation and validation of the detumbling phase of ADCS. 
The cubesat’s detumbling control system is imperative to ensure reliable communications and 
power systems at the most vulnerable phase of the cubesat’s operation in space (i.e. post-
deployment phase). Most published studies in ADCS has focussed on algorithms, and 
numerical simulations. There are no studies that describes the hardware test setup and 
specific parameter values used to verify the detumbling of an actual cubesat. 

 

ADCS System 

Sensors   

The sensors on-board the EC0 consist of two three axis magnetometers, a three-axis MEMS 
Gyroscope, a three-axis accelerometer and a pair of earth/sun sensors. For Detumbling 
purposes, as detailed in this paper, only the magnetometer is utilised. The primary 
magnetometer is located on the on-board computer (OBC) PCB and is a HMC5843 
manufactured by Honeywell. The secondary IMU sensor chip is integrated into the system for 
the purposes of redundancy and fast tracking debugging. This chip is the LSM303DLHC sensor 
manufactured by STMicroelectronics and is located on a custom board designed in house at 
UNSW. Both of the magnetometers are polled for data and are on separate I2C bus’ providing 
some level of redundancy. 

Actuator   

The ISIS magnetorquer board – iMTQ – is a 3-axis magnetorquer system and was chosen for 
actuation of the Cubesat. This was due to the ease of integration as we were already sourcing 
components from ISIS as well as the simplicity and low mass, power and volume of 
magnetorquers in comparison to other attitude control actuators.  

The magnetorquers produce torque via the interaction of a magnetic dipole moment created by 
the magnetorquer and the presence of an external magnetic field. The torque produced by the 
magnetorquers �⃗�𝑇  is expressed as: 

�⃗�𝑇 =  �⃗⃗�𝑚   x  �⃗�𝐵   (1) 
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Where �⃗⃗�𝑚  is the magnetic dipole moment produced by the magnetorquers and �⃗�𝐵  is the Earths 
magnetic field. It can be seen from equation 1 that the torque produced by the magnetorquers 
is not a function of the distance of them from the centre of rotation of the Cubesat easing 
constraints on placement of components in the Cubesat. It is also apparent from equation 1 that 
the control system is under actuated as the torque produced is always perpendicular to the 
Earth’s magnetic field. 

 

Figure  2: The Torque produced from the interaction of the magnetic dipole moment and the 
Earth’s magnetic field  

Detumbling Algorithm  

The ADCS software is implemented in the GOMSpace NanoMind A712D OBC. The OBC 
integrates all of the sensors into a single runtime, directly controls the magnetorquers with 
embedded PWM controllers and hosts the Detumbling and the pointing task. Recalling that the 
purpose of Detumbling is to reduce the rotational rate of the Cubesat to a level which is an 
acceptable initial condition for the pointing controller; the Cubesat does not have to completely 
eliminate its angular velocity. Therefore, it is desirable to implement a robust controller in place 
of a better performing but more complex and less reliable controller for Detumbling.  

The B-Dot controller is based on the measurement of the rate of change of body-fixed 
magnetometer signals of the Earth’s magnetic field B in low Earth orbit (LEO) and applying a 
magnetic dipole moment along the direction of the rate of change of the Earth’s magnetic field 
hence the name B-Dot [3]. The sign of the magnetic dipole moment along the B-Dot unit vector 
determines whether the resulting torque will be accelerating or decelerating the Cubesat.  
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Figure  3: B-Dot in the spacecraft body frame 
Figure 3 illustrates that discrete sampling of  �⃗�𝐵   can be used to calculate �⃗�𝐵 ̇ through the 
backwards difference method. 

For Detumbling, a gain is used to calculate the required magnetic dipole moment from �⃗�𝐵 ̇ which 
is expressed as: 
the resultant torque is: 

�⃗�𝑇 =  �⃗⃗�𝑚 𝑖𝑖  x  �⃗�𝐵   𝑖𝑖 

 
(2) 

The torque can be seen to be in the opposite direction of the angular velocity of the spacecraft. 
The QB50 ADCS system requirements specify that the Cubesat must be able to detumble from 
a maximum of 10 degrees per second, therefore with a controller update rate of 1Hz the 
direction of �⃗�𝐵 ̇ from the difference between two subsequent measurements is sufficiently close 
to the true direction of �⃗�𝐵 ̇ for Detumbling purposes. Due to the simplicity and robustness of the 
B-Dot controller it was selected for our Detumbling algorithm. 

Because the commanding of the magnetorquer is time-sensitive, extreme care must be taken in 
the RTOS task scheduling to ensure that either task execution jitter is not present or that the 
controller is implemented in such a way that it is jitter invariant. This was done by executing 
the ADCS task in its own thread and making use of queuing to reduce the jitter associated with 
calling functions and/or resources in other tasks or in hardware. This is not within the scope of 
this paper and is not discussed any further. 
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Figure  4: State Transition Diagram of the Detumbling Task. 
 

A practical implementation of the B-Dot controller does not allow for the actuation of the 
magnetorquers permanently as they must be disabled to make magnetometer readings. The 
time that the PWM channels are disabled proportionally reduces the effective duty cycle of the 
magnetorquer and thus the average torque produced. Therefore, this time must be minimised. 
If   𝑇𝑇𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 is  the time required for the residual magnetic field to dissipate and for the subsequent 
code to execute before re enabling the PWM channels then the maximum duty cycle achievable 
is (𝑇𝑇 − 𝑇𝑇𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)/𝑇𝑇 × 100%. 

In order to minimise 𝑇𝑇𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 we found that the stack configuration of the Cubesat was key. It 
was found that shields on some boards were retaining magnetic flux after the magnetorquers 
actuated leading to the next measurement being distorted. It was also found that empirical 
characterisation of the Cubesat was required before determining the required 𝑇𝑇𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑. Selecting 
the value of 𝑇𝑇𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 is the only compromise that is required to be made between robustness and 
performance when implementing the B-Dot controller. 

ADCS Testing 

The spherical air bearing test bed 
In order to provide physical validation of the interface of hardware and software, a spherical 
air bearing was utilised for testing. The specifications of the spherical air bearing test setup are 
provided in Table 1.  
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Table 1 Specifications of apparatus used for testing the ADCS system 
Blackridge BC120 Compressor 

Power 1875 Watts 
Throughput 120 L/min 
Capacity 40L tank 

Nelson Air 3U Cubesat Spherical Air Bearing 
Maximum Pressure 90 psi (run at ~15 psi) 
Flow Rate <1 standard cubic feet per minute 
Construction Hard coat aluminium, stainless steel fasteners 
Pitch & Roll Limits ±30 degrees in the ABB pitch and roll axis 
Dimensions 250mm diameter bowl 

Norgen Excelon B73G Filter and Regulator 
Input/output 3/8" Port 
Filter 5 µm Element 
Pressure relief Relieving Diaphragm 
Outlet pressure range 5 to 150 psi 

RTi Oil Extractor 
Oil Extraction Method Quad stage: stainless steel, cotton polyester, activated 

carbon, cotton polyester 
Output Polycarbonate tubing 
Flow Rate 60 standard cubic feet per minute 
Features Automatic float drain 

 

 

Figure 5: The Filter and Regulator Assembly 

 

Figure 6: The satellite located on top of its rapid prototyped 3d printed mount. 
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Test Methodology 
 

The satellite is mounted on a 3D printed supporting structure atop the air bearing. It is given 
an initial angular velocity slightly larger than the 10 DPS specified in the QB50 system 
requirements. An overhead camera is used to track the rate of angular motion in degrees per 
second by identifying and recording the position of a visual black and white ‘target’ marker.  

An optical tracking system was implemented in OpenCV for tracking the angular velocity of 
the Cubesat as it is independent of the ADCS and therefore not susceptible to any software 
bugs that arise during development. It also provides real-time insights to the Detumbling 
experiment as well as a log file which is later imported into MatLab for analysis. Furthermore, 
a baseline test may be carried out easily; the baseline test is a characterisation of the satellite’s 
the satellite in powered off state such that just the natural damping of the air bearing system 
and air friction within the rom causes the deceleration of the satellite. This can be captured and 
used as a reference when examining the Detumbling performance. It is important to do this 
because after the jets of the spherical air bearing apparatus are cleaned, after weight is added 
or remove from the Cubesat, or after the supply pressure is changed, the natural damping will 
change and any new experiments must be referenced against the new baseline. 

 

Figure 7:  A typical view during a test, the colour image shows current position and confirms 
centring; the black and white demonstrates contrast and the number give a time stamp and 

angular rate in degrees per second 

Turbine Torque 
The test setup does not provide an entirely external torque free environment. As air leaves the 
jets of the bearing cup face, it may not exit in a manner completely perpendicular to the bearing 
face. This may be due to the jets not being imperfectly aligned. The air may also have a very 
slight pressure of flow rate difference due to small differences in manufacturing, or the 
presence of external materials such as dust within the jets. The jets can be cleaned by removing 
the bearing cup and then wiped with isopropyl alcohol. If left uncleaned, air entering the jets 
may contain very small traces of dust that may cause clogging of the jets and exacerbate the 
turbine torque.  

This uneven lift from the air jets creates an external torque on the system known as turbine 
torque. The magnitude and direction of this turbine torque must be re-characterised when the 
pressure and load weight for an experiment changes. 
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Balance and Inertial Properties 
An ideal test system would place the centre of mass of the entire floated test unit about the 
centre of rotation of the same system. In this case, the lower steel bearing bowl is by far the 
heaviest part of the structure. Its centre of mass is located lower within the bowl than the centre 
of rotation of the system. The system has its centre of mass and rotation coincident in the other 
two axes.  

An ideal system would have its centre of mass raised to this point. By locating the centre of 
mass below this point, this system is such that it will damp out motion particularly in the Air 
Bearing Body (ABB) X and Y axes and end up in a stable equilibrium. Raising the centre of 
mass too high will result in a highly unstable system on both roll and pitch axis. As a result, 
any imperfect balancing of weight along these two axes will easily result in a rapid acceleration 
along these axes and followed by an impact as it reaches the spherical air bearing’s limits of 
these axes. This configuration raises the risk of damaging delicate components of the satellite. 
As such, our experimental setup was configured with a centre of mass below the centre of 
rotation. As the magnetorquers are not located at the centre of rotation not all of the torque 
produced by the magnetorquers is useful as a reaction torque from the support structure will be 
present to restrain the Cubesat. 

Implementation Issues 
Issues encountered during testing were the interfacing of the software algorithms with the 
hardware modules. These issues highlighted the importance of a complete system test with the 
engineering model hardware.  

The ideal floating height of the Cubesat bearing is achieved when it is close enough to the air 
jets as it minimises turbine torque, but yet does not result in any friction with any other parts 
bottom platform of the air bearing. Thus, any change in the satellite bus and payload 
configuration will mean that achieving this ideal height requires the adjustment of set pressure 
of the air regulator. 

Before full testing of the ADCS system, it is imperative to determine that the Magnetorquers 
are physically firing. This can be accomplished easily using a handheld compass and or 
magnetometer. This process was repeated whenever performing a baseline to remove potential 
for error.  

Electro-magnetic Considerations 
The environment that the satellite operates in inside the lab would ideally replicate the 
environment of the mission. Under typical operating conditions for the ADCS, the 
electromagnetic environment is of particular importance. The electromagnetic environment in 
the lab is far from uniform, unlike the expected mission environment. The presence of other 
lab equipment including computers, compressors, piping and cabling affects this environment. 
An ideal experimental setup would include a uniform magnetic field. This uniform 
environment could be accomplished through the use of a Helmholtz coil pair. A Helmholtz coil 
consists of a pair of loops on wire separated by their radii and both experiencing a similar 
current [4]. The centre of these coils should provide a fairly uniform magnetic field. 

In order to further isolate the system from interference, a Helmholtz like coil pair was 
implemented. This air was not an idealised Helmholtz Pair, as the distance of separation of 
the coils was driven by the size of the satellite on its rotating air bearing platform.   
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The purpose of this Helmholtz like pair, was to allow the Cubesat to develop significantly 
more torque with the same magnetorquer actuation, as the torque developed is proportional to 
the magnitude of external magnetic field. 

This will allow the Cubesat to overcome any bias torque such as the turbine torque in the air 
bearing setup, as no bias torques will act upon the Cubesat during spaceflight this test is valid 
in verifying the detumbling functionality. 

The Helmholtz coil pair were fed in series with 28.5 V drawing 72mA. Satellite debugging 
outputs showed magnetometer readings of approximately 5 to 6 Gauss. This matches the 
expectations from calculations.  

 

 

Figure 8: The Final Test Configuration. The Helmholtz like pair is contained within the 
wooden boxes. The overhead camera is visible above.  

 

It is not just the magnetic field of the environment that is of concern. During testing, it was 
determined that the control system was not performing as expected. The satellite was 
disassembled and the magnetic properties of each component during operation were 
examined. It was found that the ferrous shields on the GPS board and Radio Communications 
board can be magnetised by the magnetorquers, thus were retaining a significant magnetic 
field.  

The solution adopted is to reconfigure the board sequence in the stack to ensure sufficient 
separation between the magnetorquer and other ferrous materials. The magnetic characteristics 
of components are an important design consideration that is difficult to anticipate or simulate. 
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As such, careful testing and verification is necessary throughout all stages of the 
implementation.  

 

Results 

To verify the implementation of detumbling multiple tests were performed using an air 
bearing and HelmHoltz coil pair. In this section the results of these tests are presented and 
discussed. The tests were performed by placing the satellite on the air bearing such that the 
angular velocity would be about both the x and y axis of the satellites body frame. Testing 
detumbling about the z axis was not practical due to the instability of the set up required to 
spins the satellite about its z axis (high centre of mass) but the validation of detumbling about 
the x and y axis utilises the yz and xz magnetorquer coil pairs respectively confirming 
operation of all 3 magnetorquers with B-Dot control. The angular velocity of the satellite is 
tracked by a camera mounted above the air bearing and an application utilising openCV 
running on a PC. It can be seen that the angular velocity oscillates in the following plots; this 
is due to the misalignment of the camera with the rotational axis of the air bearing alongside 
minor rocking of the rocking of the bearing face due to slight mechanical imbalance. 

Initial Tests without the Helmholtz Coil 
 Initially, the controller was tested without the use of the Helmholtz coil pair. As the 
functional requirements of the ADCS subsystem for the QB50 mission require detumbling 
capability from velocities up to 10 degrees per second (dps) all of the tests have initial 
velocities slightly higher than 10dps. The first test had an initial velocity of +11dps which 
corresponds to a negative angular velocity in the Y axis of the satellite body frame of 11 dps 
due to the way the satellite was mounted on the air bearing.  
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Figure 9: Angular Velocity vs Time for the Baseline and Detumbling Tests without the 
HelmHoltz Coil Pair. 

In each of the tests a baseline is performed to act as a reference for the detumbling test. A 
baseline test consists of applying an initial angular velocity to the satellite and letting it run 
with the satellite turned off, whilst the detumble tests has the B-Dot algorithm running and 
magnetorquers actuating. The purpose of the baseline is to provide further insight into the test 
conditions that are not modelled and provide a reference to compare the detumble results 
against. 

In Figure 9 above it can be seen that the detumbling curve is displaying the expected 
behaviour of decreasing its angular velocity although the detumble curve asymptotically 
approaches 1.5 dps (approx..). It can be seen by looking at the baseline curve that there is a 
considerable bias torque in the positive DPS direction.  This error varies with respect the air 
pressure supplied to the system. 

This initial test has verified that the B-Dot controller is operating as expected but for 
completeness (testing of the controller at angular velocities less than 1.5 dps) the HelmHoltz 
coil pair was utilised so that the torque developed by the satellite at low angular velocities 
was sufficient to overcome the turbine torque of the air bearing. 

Testing with Helmholtz Coil Pair  
The initial test using the HelmHoltz coil pair consisted of 2 baseline tests, one with the coils 
on and one with the coils off. The purpose of this was to investigate the effect of the strong 
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magnetic field on the material comprising the structure and components of the satellite. This 
was performed about the x axis of the spacecraft with a positive dps in the camera frame and 
negative angular velocity about the satellite x axis. 

 

Figure 10: Angular Velocity vs Time for the Two Baseline Runs with the HelmHoltz Coil On 
and Off 

In Figure 10 above it can be seen that the baseline test with the coil turned on has a 
significant damping torque as a result of the interaction of the strong magnetic field generated 
by the HelmHoltz coil and the material in the satellite alike cogging torque in a stepper 
motor. This torque is sufficient to overcome the bias torque at low angular velocities. For the 
remainder of this paper the baseline tests will be performed with the coil pair turned on to 
provide a suitable reference to compare the detumble tests that will be performed with the 
coil pair turned on. 

Figure 11 depicts the results of two detumble tests about the x axis compared to the two 
baselines depicted in Figure 10, note the difference in time scale. 
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Figure 11: Angular Velocity vs Time for the Two Baselines and Detumbling Tests Performed 
with the Helmholtz Coil 

 The two detumble runs were performed before and after the baselines for completeness. 
With the HelmHoltz coil on, not only is the satellite able to develop enough torque to 
overcome the bias torque at low velocities but detumbling from greater than 10dps is 
achieved in less than 80 seconds. 

Figure 12 depicts the detumbling and baseline results from both positive and negative initial 
velocities about the x axis whilst Figure 13 depicts the same tests about the y axis. These two 
figures demonstrate that the B-Dot detumbling algorithm has successfully been implemented 
on EC0. 
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Figure 12: Results of the Detumbling Tests About the X Axis. 

 

Figure 13: Results of the Detumbling Tests About the Y Axis. 
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It is of interest to investigate the effect of the bias torque further. In figure 12 and figure 13 
there is no observable difference between detumbling from a positive or negative initial 
velocity. However, if we plot the 4 baselines obtained from the detumbling tests in Figure 12 
and 13 over a longer period of time in Figure 14 it can be seen that the baselines with a 
negative initial velocity decelerate more rapidly than the baselines with a positive initial 
velocity. This agrees with the proposal of an observed bias torque in the positive direction of 
the camera frame.  

The test was not repeated in the third axis, as it was deemed too dangerous to mount the 
satellite vertically, as a toppling of the rig could cause damage to flight hardware. Further, all 
axes of the magnetorquer had been tested, as two axes are utilised in each detumble test.  

 
Figure 14: Comparison of all of the Baseline Runs over a Longer Period of Time 

High Initial DPS Tests 
The requirements of the ADCS subsystem for the QB50 mission state that the satellite must 
be able to detumble from an angular velocity of 10 dps. Whilst the previous results have 
demonstrated that EC0 meets these requirements it is interesting to investigate the 
performance of the B-Dot controller with a higher initial angular velocity. Figure 15 and 
Figure 16 depicts detumbling about the x and y axis similarly to Figure 12 and Figure 13 but 
with a much higher initial velocity of approximately 45 dps. It would be expected that the B-
Dot controller is not as efficient at higher angular velocities as the angular displacement of 
the satellite between controller updates (at 1Hz) would result in suboptimal actuation. It can 
be seen in Figure 15 and Figure 16 that EC0 is able to detumble from an initial angular 
velocity greater than 4 times the expected mission limit. 



Proceedings from 15th Australian Space Research Conference, 2015      Page 339

 

 

 

Figure 15: Results of the High Initial Velocity Detumbling Tests About the X Axis. 

 

Figure 16: Results of the High Initial Velocity Detumbling Tests About the Y Axis. 
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Conclusion 

Spherical air bearing testing is a valid and reliable method of testing a complete detumbling 
control loop for a cube satellite. When magnetometers and magnetorquers are the primary 
sensors and actuators in the system respectively, care must be taken to characterise how they 
interact not just with one another but with other components within the Cubesat.  
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Summary: This paper discusses an optimal path planning method based on an improved form
of the potential field path planning algorithm in literature for use on a quadcopter unmanned
aerial vehicle (UAV) that is navigating in a Global Navigation Satellite Systems (GNSS)
denied environment. This is useful for UAVs that must operate in built-up metropolitan areas
and in urban canyons where the GNSS signal may be inaccurate or unreliable. Simultaneous
Localisation and Mapping (SLAM) fuses inertial information and visual references (from
cameras) to allow a robot to localise itself and build a map of its environment without any
a priori knowledge, and can be used for navigation in these areas. An optimal path planning
system is central to a SLAM system as it optimally decides which areas to visit in order
to obtain a better position estimate and also to enlarge the map. The path planning system
has been implemented in a ‘proof-of-concept’ test with dynamic replanning on a low-cost
quadcopter UAV (Parrot AR Drone) to prove that the algorithm is robust. Future applications
of the path planning algorithm could be for the large scale use of UAVs in metropolitan areas
and path planning of the SPHERES on and around the ISS.

Keywords: unmanned aerial vehicles, optimal path planning, vision navigation systems, si-
multaneous localisation and mapping, quadcopters, collision avoidance, artificial intelligence,
robotics

Introduction

The use of unmanned aerial vehicles (UAVs), particularly in urban and built-up envi-
ronments, has increased rapidly over the past decade for personal and commercial uses.
Traditionally, these UAVs have relied on Global Navigation Satellite Systems (GNSS) for
navigation [1], although there are a number of issues with this in urban canyons where
the GNSS result may become inaccurate, unreliable or imprecise due to the multi-path
phenomenon [2]. One of the methods for solving this navigation problem is Simultaneous
Localisation and Mapping (SLAM) [3], which couples images (from video cameras) to
identify unique features with inertial measurements to build a map and localise in real time
without any prior knowledge of the environment. As these features are repeatedly observed, the
positional uncertainty reduces rapidly [3]. A collision-free trajectory from the current location
to the goal must be repeatedly planned using an optimal path planning algorithm which
takes into account the current knowledge of all obstacles. The requirement of computational
efficiency of this algorithm is evident such that it does not interfere with the SLAM system
which must operate at regular intervals.

There exist a number of methods of solving the path planning problem in the literature.
Some of these methods include potential field methods [4]–[9], A*/D* graph theory methods
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[10]–[12], rapidly-exploring random trees (RRT) [13], [14], admissible subspace trajectory
optimisation (ASTRO) [15], [16] and neural networks [17]–[19]. Although most of these
methods generate optimal paths, they are either very computationally slow (unsuitable for
real time use) or too complicated for implementation on low-cost quadcopters such as the
Parrot AR Drone. The method of potential field path planning, which was suggested in the
early 1990s, has therefore been applied to this problem as it overcomes these issues. In
former times, potential field path planning was a computationally expensive task, however on
modern hardware it is very fast and relatively simple to implement. When the method was
first suggested, there were a number of shortcomings including how local minima in the cost
function were handled, as well as inefficient methods of generating the required elements of
the cost function. This paper seeks to address these issues, and suggests a tested improved
potential field path planning method that can be used in a range of areas in the aerospace
industry. The path planning system has been implemented on the Parrot AR Drone within a
SLAM navigation system (developed within the Advanced Flight Systems research group at
the University of Sydney) to facilitate dynamic replanning in real time. Some applications of
this research include the large scale use of UAVs in metropolitan areas and the path planning
of the SPHERES on the ISS (research platform into satellite formation flying) [15], [16].

Potential Field Path Planning

To determine the optimal path through an environment, a potential energy function (weighted
cost function) is defined as

Utotal = w1Uatt + w2Urep (1)

where Uatt is an attractive potential function that attracts the vehicle from the start to the
goal (minimises path length) and Urep is a repulsive potential function that repels the vehicle
from obstacles and the environment boundaries to prevent collisions. The weights of the cost
function are w1 and w2 and are subjectively based on the relative importance of path length
minimisation and obstacle avoidance in the optimisation. The attractive and repulsive fields are
weighted in order to achieve a path that meets some given optimality criteria. The trajectory
that minimises the grad function of the total potential is then found to be the optimal path
meeting the constraints of the optimisation. In developing the total potential function, there
are a number of steps that need to be taken: generate the attractive potential function to attract
the UAV to the goal, determine which points are traversable, generate the repulsive potential
function and finally, combine the two potential functions together with weights to obtain the
final total potential function.

Configuration Space

A configuration space is a region with a set of environment boundaries, current set of
known obstacles, and a start and goal point to plan between such as that shown in Figure 1.
The map of C is discretised into a square grid of points. The boundary of the configuration
space is defined as the matrix extremities and the traversability property of each point is
initialised as 1 (traversable). Each polygon obstacle is defined by its m number of vertices
v(1 → m), and straight line edges are drawn between each of the vertices to form the shape
of the obstacle.
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Fig. 1: A sample configuration space C with
polygon obstacles

There are a number of functions that can
be used for the attractive potential field
for potential energy field path planning, all
with advantages and disadvantages. These
include quadratic, conical and source/sink
fields. Quadratic and conical potential func-
tions are based on the distance from the
goal, while source/sink fields (innovation
in this research) are derived from classical
aerodynamics potential flow theory and have
the benefit that the gradient increases as the
distance to the goal reduces, thus leading to
faster convergence.

The preferred approach in this research is
to take elements from potential flow theory
used in classical aerodynamics [20] to de-
velop the attractive function. A point where
fluid flows out radially is called a ‘source’, and a point where fluid flows in radially is called
a ‘sink’ [20]. These are shown in Figure 2 along with a free stream that flows from the start
to the goal (on an angle θSG) and provides more flow potential between these points. The
three elements can be combined to generate an attractive potential field function. The strength

θSG

U∞

Free Stream (U∞)

θ

r

Source (σ) Sink (−σ)

Fig. 2: Potential flow building blocks: free stream, source and sink

of the source/sink is ±σ (positive for a source and negative for a sink). It can be shown [20]
that the potential function for a source or sink located at x = x0 and y = y0 is

φ =
±σ

2π
ln

(√
(x− x0)2 + (y − y0)2

)
(2)

Placing a source at the start point, a sink at the goal point and a free stream in between, gives
an attractive potential Uattij at any point (xij , yij) in the field as,

Uattij =

Source︷ ︸︸ ︷
σ

2π
ln

(√
(xij + xs)2 + (yij + ys)2

)
−

Sink︷ ︸︸ ︷
σ

2π
ln

(√
(xij − xg)2 + (yij − yg)2

)

+

Free stream︷ ︸︸ ︷
Uxij cos θSG + Uyij sin θSG (3)

=⇒ Uattij =
σ

4π
ln

(
(xij + xs)

2 + (yij + ys)
2

(xij − xg)2 + (yij − yg)2

)
+ Uxij cos θSG + Uyij sin θSG (4)

The potential function is shown in Figure 3.
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Fig. 3: Source/sink attractive potential field
with the start point at (0, 0) and the goal point
at (10, 10)

The benefit of this potential field is that
it is continually and radially decreasing and
has only one global/local minimum. This
will help prevent the UAV from getting
‘stuck’ in points of local minima that can
form around non-convex obstacles as found
by Bortoff [4]. The attractive potential func-
tion based on sources and sinks is preferred
over both the quadratic and conical functions
due to their shortcomings in path subopti-
mality and convergence rate near the goal.

Repulsive Potential Function

Fig. 4: Obstacles in configuration space C
converted to a repulsive potential field

The obstacles are modelled as a repulsive
potential field. A quadratic function is used
to model the obstacles inside a region of
influence denoted by Di. Beyond a distance
of Di from the obstacle, there is no effect
on the total potential field. This works as
a safety margin to prevent the UAV from
coming too close to the obstacle, accounting
for the UAV size (0.5 × 0.5 m for the
Parrot AR Drone [21]). The map bounds are
also considered obstacles and are given a
repulsive potential to push the UAV away
from the extremities of the environment.
Mathematically, the repulsive field is mod-
elled as

Urepij =



(|rij| −Di)

2, |rij| ≤ Di

0, |rij| > Di

(5)

where |rij| is the distance to the nearest obstacle from (xij, yij). A significant issue in
computational efficiency with this formulation is the calculation of |rij|. Some of the
methods that can be used that involve directly calculating this distance are the linear search
algorithm and the knn-search algorithm [22], however both these methods are computationally
inefficient. A more efficient method proposed in this research approximates the parabolic shape
of the function near obstacles using image morphological processing (where the traversability
of nodes is used to form a binary image).

The repulsive potential field for the configuration space C (Figure 1), is shown in Figure
4.

Traversability of Points in Configuration Space

To generate the repulsive potential field, the obstacle locations and sizes must be defined.
This is achieved by determining whether a particular point in the configuration space is
traversable or not. For this purpose, a ‘point-in-polygon’ algorithm known as the Winding
Number algorithm [23], [24] was used. The Winding Number algorithm counts how many
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times (W ) a closed curve C (comprised of edges E) wraps around a point P [23], [24].
Points with non-zero winding numbers are inside the polygon, while those with zero winding
number are outside.

Image Morphological Processing

Fig. 5: Unprocessed binary
image of point traversability

The points inside obstacles in the configuration space are
determined using the Winding Number algorithm. This then
produces a binary image of whether a point is traversable or
not as shown in Figure 5.

Image (or Mathematical) Morphological Processing [25]
is the method whereby filtering is performed on images
(typically binary images) to either erode or dilate the elements
in the image. Convolution formulated as a matrix problem
with a kernel matrix k of size p× q and an image matrix A
of size m× n, gives the convolved matrix B as

Bij =
p∑

u=1

q∑
v=1

Ai−u+1,j−v+1kuv (6)

This convolution can be thought of as the kernel matrix moving over the image matrix, and
performing a dot product of the sub-matrices involved at each step.

In order to obtain the parabolic shape of the area within the region of influence Di

surrounding obstacles in the repulsive potential field (as an approximation to Equation 5),
the kernel matrix is adapted to be a 2D parabolic function large enough to encompass the
region of influence. The size of the kernel matrix is determined from the ratio between each
discrete map node and the region of influence parameter Di. The kernel matrix (normalised
to 1) is then obtained as

kij =
1

max(k)

[
y0 −

(∣∣∣∣j −
q − 1

2

∣∣∣∣ (∆x)2 +
∣∣∣∣i−

p− 1

2

∣∣∣∣ (∆y)2
)2

]
(7)

shifted by y0 to ensure the kernel matrix is zero at the extremities. As such, y0 is given as

y0 =
(
q − 1

2

)
(∆x)2 +

(
p− 1

2

)
(∆y)2 (8)

Fig. 6: Image morpholog-
ically processed obstacle
map of configuration space
C

k is symmetrical and although it is not expressly required that
k be square, p and q must be odd. Convolving this parabolic
kernel matrix with the image matrix gives the parabolic mor-
phological transform. Applying this to the original image
representation of the obstacles in the configuration space (see
Figure 5) produces the new image shown in Figure 6.

The morphological processing has dilated the obstacles by Di,
and the parabolic kernel has led to the smoothing of the edges.
If this image is then represented as a surface plot (see Figure
4), the repulsive potential field is realised. Since this process
only requires simple matrix operations, it is a computationally
efficient method for obtaining the repulsive potential field and
allows the path to be computed extremely rapidly.
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The computation time for three possible methods used for calculating the repulsive potential
function (other two methods considered are a linear distance based search as well as the knn-
search method [22]) are summarised in Table 1 that shows that the image morphological
processing method is significantly faster than the other two algorithms. As such, Image
Morphological Processing is used in this research to generate the repulsive potential function.

Table 1: Computation time (MATLAB) for the three methods of generating the repulsive
potential field

Computation Time (Seconds)
Map Size (n) Linear Search knn-search Image Morphological Processing

40 0.136 0.533 0.0076
80 1.64 2.11 0.0361
120 7.44 4.95 0.0989

Total Potential Function
The total potential field is the weighted cost function that the gradient is minimised on

to obtain the optimal path. It is obtained by summing the normalise attractive and repulsive
fields as a linear combination with weights w1 and w2 for the repulsive and attractive fields
respectively. That is,

Utot =
w1 Uatt

max(Uatt)
+

w2 Urep

max(Urep)
(9)

2 4 6 8 10
15.8

16

16.2

16.4

w1

d
(m

)

Fig. 7: Effect of w1 on path length d

The effect of the weight w1 on path length is
shown in Figure 7. The path length changes as
w1 changes, and there is a minimum between 7
and 8. Therefore, a value of 7.5 was selected for
w1. A value of 1 was selected for the second
weight w2 (for the repulsive component) since
the region of influence parameter in the repulsive
field ensures that obstacles are avoided provided
w1 is not too large with respect to w2 (due to
the upwards gradients around obstacles). Therefore, path length minimisation is effectively
weighted as being 7.5 times more important than obstacle avoidance.

Fig. 8: Total potential field for configu-
ration space C with w1 = 7.5, w2 = 1,
Di = 0.5

The resulting total potential field for configuration
space C is shown in Figure 8.

Calculation of Optimal Path

The optimal path is determined by finding the path
that has the largest magnitude continually decreasing
gradient on the total potential function. Computa-
tionally, this is performed using the gradient descent
method [26]. This ensures that the obstacles will
not be traversed (as they start with very rapidly
increasing gradients) and that the optimal path with
respect to path length is obtained. The optimal path
is the one that satisfies

−min(∇U) = −min
(
∂Utot

∂x
+

∂Utot

∂y

)
= min(F) (10)
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Since F = −∇U , the force required to move the UAV from the start to the goal is minimised
by finding the minimum value of the total potential function for all 8 nodes surrounding the
given point (3× 3 matrix around the current point). The minimum total potential value must
be smaller than any values already in the vector of potential values for the optimal path up
to that point. This gives the UAV a strategy to leave a point of a local minimum that may be
formed around non-convex obstacles by ‘back-tracking’. The algorithm used to calculate the
optimal path is given in Algorithm 1.

0 2 4 6 8 10
0

2

4

6

8

10

x

y

(a) Path (b) Path with contours of Utot

Fig. 9: Planned optimal path generated by source/sink attractive potential field

Using the source/sink attractive field, the optimal path through the configuration space C
was calculated and is shown in Figure 9. There is some sub-optimality in the path, particularly
in the approach to the goal and the ‘zig-zagging’ as the path traverses the discretised grid. In
addition, there are 90 waypoints along the path which is far too complex a set of instructions
for the drone to handle. Thus, a waypoint reduction algorithm is developed to overcome the
sub-optimality and reduce the total number of waypoints.

Waypoint Reduction & Further Optimisation of Path
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x
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Original Path
Shortened Path

Fig. 10: Fully optimised path with
number of waypoints reduced from
90 to 7

The waypoint reduction algorithm (similar ap-
proaches taken by [13], [27]) is posed as follows.
Consider a straight line that extends from the first
waypoint to each successive waypoint. Until this line
intersects an obstacle, the straight line is continually
increased in length. Once an obstacle is intersected,
then the next waypoint in the reduced path becomes
the previously traversed point. This new waypoint
then becomes the point that straight lines are ex-
tended from. This process is repeated until the goal is
reached. The path after undergoing waypoint reduc-
tion is shown in Figure 10 with the new waypoints
shown as crosses. The waypoint reduction algorithm
functions as required and further optimises the origi-
nal path (with 90 waypoints), reducing the number of
waypoints to 7. This result is similar to the outcome of the algorithm used by Yang et al.
[13], which reduced a path with 45 waypoints down to 1.
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Algorithm 1 Calculation of the optimal path

1: Starting point → [X, Y ]
2: Row and column index of starting point → [r, c]
3: Goal point → [Xg, Yg]
4: Row and column index of goal point → [rg, cg]
5: Initialise path → Path(1) = [X, Y ]
6: i = 2 � Counter for indexing vector
7: while X is not Xg AND Y is not Yg do
8: Uneighbour = 3 × 3 matrix of Utot surrounding current point [X, Y ]
9: min(Uneighbour) → Umin

10: index of Umin in Uneighbour → [r, c]
11: while Umin > Umin from prev. step do � Find way out if caught in local minimum
12: Uneighbour(r, c) = ∞
13: min(Uneighbour) → Umin

14: index of Umin in Uneighbour → [r, c]
15: end while
16: rnew = rold − 1 + r
17: cnew = cold − 1 + c
18: Path(i) = [X(rnew, cnew), Y (rnew, cnew)] � Add point to path
19: i = i+ 1 � Advance counter
20: end while
21: Goal reached! → End of routine

Fig. 11: Research testing work flow. There was a reduction in computation time after
converting the algorithm to C/C++ from 58 ms to 19 ms.

Test Platform

The test platform used in this research was the Parrot AR Drone 2.0 from Parrot SA [28].
Cheema et al. have developed an interface (in C/C++) to communicate with the drone for
the purposes of engineering research in vision-based navigation and SLAM [29]. The Robot
Operating System (ROS) is used rather than the Software Development Kit (SDK) from Parrot
SA. ROS handles the low-level communication (bit stream) with the drone, making it more
suitable to rapid prototyping and evaluation of code since more intuitive commands can be
used [29]. The work flow in this research is shown in Figure 11.
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Implementation of Path Planning with Known Set of Obstacles

In order to test the path planning algorithm and control strategies, a simple configuration
space was designed inside the laboratory at the University of Sydney. This configuration space
consisted of three cardboard boxes as obstacles, and start (0.47, 2.80) and goal (3.89, 2.86)
points at either side as shown in Figure 12.

Real time position feedback in the simulated GNSS denied environment in the abscence of
the SLAM navigation system was achieved using dead reckoning of the velocity (provided
by the optical flow sensor on the UAV [30], [31]) and attitude measurements (provided by
the magnetometer and MEMS rate gyroscope on the UAV).
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Fig. 12: Results of implementation of path planning on the Parrot AR Drone

The optimal path was planned in 19 ms, and produced one waypoint between the start
and goal points as shown in Figure 12. After take off, when the drone had stabilised into a
steady hover, the autonomous position control was initiated to start flying the planned path.
The results of the flight test are shown in Figure 12, which shows that the drone flew almost
directly through all waypoints indicating the path planning system is working as expected.

Software Interaction & Implementation

Feature 
Detection

SLAM 
System

Path 
Planning

Move Parrot 
AR Drone

Obstacles

Inertial Information

Map
Waypoints

Camera Stream

30 Hz
Once every 

3 seconds

Fig. 13: Interaction of all software required in the
implementation of dynamic path replanning for the
Parrot AR Drone

For the implementation of dynamic
path replanning, a number of software
prerequisites were required. This soft-
ware was developed by others in the
research group [32], [33], and included
a feature detection algorithm and a
SLAM (Simultaneous Localisation and
Mapping) navigation system. The inter-
action of all these software components
is shown in Figure 13. The feature de-
tection and SLAM systems operate at
30 Hz. This rate must be continuously
maintained in order to minimise the
build up of error in the state estimation. Therefore, the path replanning only occurs every
three seconds with an up-to-date environment configuration space. This was viewed as an
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appropriate amount of time given the speed that the UAV was commanded to move at (to
ensure the quality of the results of the feature detection and SLAM systems).

The purpose of the feature detection algorithm [33] is to take an image stream from the
front-facing camera of the Parrot AR Drone in real-time and identify unique features in the
image. These unique features are obstacles that must be avoided by the drone, and therefore
this information is required by the path planning system. The purpose of the SLAM system
[32] is to fuse the feature detection with the inertial information (using an Extended Kalman
Filter (EKF) [34]) coming from the Parrot AR Drone, to allow localisation and building of
the environment map in real time. The SLAM system uses Inverse Depth Parameterisation
(IDP) [35] to determine the distance to obstacles [32].

Simulation of Dynamic Path Replanning

The path planning algorithm, system identification and controller design were combined
in a dynamic MATLAB simulation to verify the validity of dynamic path replanning. In
this simulation, the true field of view (FOV) [33] of the camera was replicated such that
only obstacles inside this region would be considered as ‘detected’ obstacles. The dynamic
model identified and controllers designed were embedded into the simulation using state space
methods to replicate the dynamic behaviour of the Parrot AR Drone as it moves through the
environment.

0 1 2 3
0

2

4

FOV

Start

Goal

vx = 0.0 m/s
vy = 0.0 m/s

y (m)

x
(m

)

(a) t = 0.5 seconds

0 1 2 3
0

2

4

FOV

Start

Goal

vx = 0.3 m/s
vy = 0.3 m/s

y (m)

x
(m

)

(b) t = 2.5 seconds

0 1 2 3
0

2

4

FOV

Start

Goal

vx = 0.3 m/s
vy = 0.3 m/s

y (m)

x
(m

)

(c) t = 4.0 seconds

0 1 2 3
0

2

4 FOV

Start

Goal

vx = 0.1 m/s
vy = −0.1 m/s

y (m)

x
(m

)

(d) t = 11.5 seconds

Fig. 14: Dynamic path replanning simulation results
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The results of the simulation are shown in Figure 14, with replanning being done every
0.5 seconds. The red rectangles indicate the obstacles (dotted line indicates obstacles that are
currently not known), the red crosses indicate the planned waypoints, the blue line indicates
the path the UAV travelled, and the blue dotted line indicates the projection of where the
UAV would travel if dynamic replanning were not functioning. Initially, obstacle is within
the field of view of the drone as shown in Figure 14a. Therefore, a path is planned towards
the goal, which intersects the second obstacle that the UAV does not know exists yet. The
UAV begins to move (Figure 14b), and eventually the second obstacle comes in to the field
of view of the UAV (Figure 14c). At this point, the path is replanned around this obstacle
and the UAV continues towards the goal as shown in Figure 14d. Throughout the simulation,
as would be the case in the real situation, any detected features are saved so they are still
part of the map even when they are out of the field of view of the camera. This allows the
SLAM system to reduce positional uncertainty in the case that the obstacle comes back into
the field of view [32], [33]. The results demonstrate that the dynamic path replanning with
an unknown map has been successfully validated, and that the system can be implemented
on the Parrot AR Drone within the feature detection and SLAM systems. This approach to
dynamic path replanning, where more and more of the map is observed over time, and the
path planner continually plans paths to the goal, was also successfully implemented on a
ground based vehicle by Stentz et al. [11].

Implementation of Dynamic Path Replanning on the Parrot AR Drone
with Feature Detection and SLAM

The dynamic path replanning system was implemented on the Parrot AR Drone within
the feature detection and SLAM systems. In this case, it was initially attempted to have
full autonomous control (as was the case in the implementation with a known map and in
the simulation), however due to the large uncertainties in positions of obstacles and the UAV
from the SLAM system, this was not possible. Therefore, the drone was hand-flown (from the
controlling computer) towards the planned waypoints that were generated from the dynamic
path replanning algorithm. Autonomous control could be implemented in further work, by
either expanding the testing area in size (such that uncertainties have less of an effect), or by
redesigning the control to be model predictive control (MPC) [36].

The results of the dynamic path replanning are shown in Figure 15. In the map visualisation
in the bottom left corner, the red dots indicate detected obstacles, the blue dots indicate
the planned waypoints, the blue line indicates the SLAM position solution, and the green
line indicates the dead reckoning position solution. Figure 15a shows that the first obstacle
(triangle) is detected and a path is planned towards the goal at x = 3.5 m, y = 2.5 m (one
waypoint generated). The UAV is then flown in the direction of this waypoint, and eventually
the second obstacle (rectangle) is detected (Figure 15b). At this point, it is clear that a
continuation of the original path would have gone straight through the second obstacle, and
thus the path needs to be replanned. A second waypoint is generated to the right of the second
obstacle towards which the UAV was flown (Figure 15c). From here, the optimal path is then to
travel directly to the goal and this can be seen in Figure 15d. The build up of error in position
between the dead reckoning and SLAM solutions can be seen as the two lines increasingly
deviate from one another as the experiment progresses. The dead reckoning solution is clearly
not as accurate as the SLAM solution as it passes more widely around obstacle 2. The SLAM
performed better than the dead reckoning solution as it repeatedly observes the same obstacles
to minimise position error unlike dead reckoning. This demonstrates a proof-of-concept of
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(a) t = 1 second (b) t = 7 seconds

(c) t = 11 seconds (d) t = 22 seconds

Fig. 15: Results of implementation of dynamic path replanning within feature detection and
SLAM systems on the Parrot AR Drone. The red dots indicate detected features, blue dots
indicate planned waypoints, and the blue and green lines are the SLAM and dead reckoning
solutions respectively.

the dynamic path replanning working within the SLAM navigation system, which meets the
original objectives of the research.

Conclusion

This research has developed an improved potential field path planning algorithm and
successfully implemented the algorithm on a small UAV namely the Parrot AR Drone working
within a SLAM navigation system. Although the scenarios tested are simple ‘proof-of-concept’
style problems, they have demonstrated the applicability and potential for the algorithm to
be used in a wide variety of scenarios where collision-free paths in unknown GNSS-denied
environments are required. The algorithm is already performing faster and more reliably than
some others in the literature [5]. With further improvement of the algorithm to operate in
three dimensions, handle more general obstacles and model the gust behaviour of the drone,
the path planning system would become more robust. With these improvements, the algorithm
developed in this research can be applied in the integration of unmanned aerial vehicles into
civilian airspace, particularly in complex built-up environments and could also be applied to
space vehicles such as the SPHERES on the ISS.
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Summary:  In 1999, the Izmit Earthquake struck Istanbul and its surroundings in northwest 
Turkey. It was one of the most devastating earthquakes of the twentieth century, significantly 
impacting on 20 million inhabitants and nearly half of the country’s industry. The 
earthquake’s epicentre was located on the North Anatolian Fault (NAF) in the Marmara 
region. The NAF is one of the best-known dextral strike-slip faults in the world because of its 
exceptional seismic activity and due to its important influence on the tectonics of the 
Marmara region. In order to analyse the Izmit earthquake the authors combined 
Interferometric Synthetic Aperture Radar (InSAR), Global Navigation Satellite System 
(GNSS) and Coulomb Stress Modelling. The InSAR and GNSS techniques are 
complementary, and can produce high spatial and temporal resolution information of surface 
deformation if data collection conditions are favourable. On the other hand, Coulomb Stress 
Change Modelling plays a role in understanding static stress transfer across an area as 
suggested by earthquake models. The resulting InSAR deformation map agrees with GNSS 
measurements and Coulomb stress modelling, demonstrating that the northern region of the 
NAF was deformed downwards. In addition, the GNSS results and horizontal displacement 
modelling were consistent with the NAF characterisations. 
 
Keywords: InSAR, GNSS, Coulomb stress modelling, North Anatolian Fault (NAF), Izmit 
earthquake, deformation, co-seismic 
 
 

Introduction 
 
For more than two thousand years the Marmara region has been at the crossroads between 
East and West. It has been a continuously populated region of socio-economic importance, 
with the location of Istanbul as the capitals of both the Eastern Roman and Ottoman empires. 
The tectonics of the Marmara region in north-west Turkey are dominated by the right-lateral 
NAF. The NAF consists of several fault segments with lengths totalling 1200 km which 
started widening on the western side approximately 13 to 11 million years ago  [1]. According 
to [2], there have been several significant seismic activities on the NAF due to this westerly 
widening. Therefore, critical assessments are needed to investigate the conditions of the most 
recent earthquake in the region, which is referred to as the Izmit Earthquake of 17th August 
1999, located to the north-west of the NAF near the city of Istanbul. Figure 1 shows the 
tectonic characteristics of the Marmara area and NAF. 
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Fig. 1: The North Anatolian Fault (NAF) Zone in north-west Turkey. Red stars indicate 
hypocentres of major earthquakes with M ≥ 6.0 (A.D. 1509-1999). Black dotted lines are 
Category-1 faults which were visualised using bathymetric images and seismic reflection 
survey. Dark red lines are Category-2 faults (modified from [3]). 
 
The Izmit earthquake occurred on the northern segment of the NAF with a moment 7.4 
(Mw=7.4) and an X (MSK) maximum intensity [4]. The earthquake started at 00:01:39 UTC 
(3:02 a.m. local time), lasted 37 seconds and impacted a 100-150 km long section of the NAF. 
According to [5], the earthquake caused 17,479 deaths and 43,953 injuries. Future 
earthquakes are estimated to have the potential to cause a death toll of 70,000, 120,000 severe 
injuries and 60,000 heavily damaged buildings. In addition to this, the Izmit earthquake 
seriously impacted Turkey’s industry, as one third of its gross domestic product (GDP) is 
derived from the Marmara region. In view of the intense interest in this earthquake, the 
authors sought to complement, rather than repeat previous work done on the data derived 
from this earthquake e.g. [6], [7], [8]. Following the Izmit earthquake there was 2 m rapid 
after-slip effect at 12-24 km below the epicentral area within a month after the earthquake, 
while close to the hypocentral area (the point within the Earth where the earthquake rupture 
starts), the slip distribution of the fault  was 1 m [9]. [10] estimated a more than 2 m/yr after-
slip rate immediately after the Izmit earthquake, and a 1.2 m/yr after-slip rate before the 
Duzce earthquake which occurred three months after the Izmit earthquake. 
 
From a joint analysis of InSAR, GNSS and Coulomb stress change modelling techniques, the 
authors have determined the co-seismic and post-seismic deformation of the 17 August 1999 
Izmit earthquake in terms of stress progression and displacement. One pair of SAR images 
from the European Remote Sensing (ERS-2) satellites was used, acquired before and after the 
earthquake. In addition, data from two continuously operating GNSS stations (DUMT and 
TUBI) have been utilised for the determination of displacements due to the seismic activity. 
Both of these GNSS stations belong to the MAGNET network (Marmara Continuous GNSS 
Reference Network) in the Marmara area, which were operating during the Izmit earthquake 
within the co-seismic rupture zone. Coulomb stress changes caused by the main shock are 
determined by the International Seismological Centre (ISC) catalogue, which is one of the 
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oldest and most detailed seismicity catalogues for global earthquake activities. The use of all 
three techniques show that the Izmit earthquake caused the northern part of the NAF to move 
in an easterly direction and the southern part to move in a westerly direction. This partially 
confirms that the fault extended westerly, underneath of the Gulf of Izmit. In addition this 
westerly movement changed the stress distribution and increased the deformation around the 
fault zone. The conclusion can be drawn that combination of these three techniques can 
provide additional knowledge of the distribution of co-seismic deformations and associated 
stress changes to improve the future estimates of seismic hazards on neighbouring faults. 
 
 

Methodology 
 

InSAR  
 
InSAR is a remote sensing technique that calculates ground displacements using the 
difference in phases between two synthetic aperture radar images over the same area. It can be 
used to determine the surface displacement, measured in the satellite’s line-of-sight (LOS) 
direction, with good spatial coverage and an accuracy ranging from a few mm to a few cm. 
The large footprint of these images can provide deformation information over wide areas, 
which is useful for understanding large area displacements even if only small displacements 
occur [11], [12]. Provided the coherence of the two images is suitable for determining their 
correlation, which is dependent primarily on the base length, the computed unwrapped phase 
differences appear as spatial fringes. Each fringe represents a difference of one cycle of the 
two-way travel time between the satellite and the target on the ground, e.g. [13], [14]. 
Interpreted in units of distance, each fringe represents half the wavelength of the satellite’s 
radar propagation. Furthermore, SAR interferometry can be generated by one antenna 
recording images at two different times, for two distinct satellite orbits, and this technique is 
known as repeat-pass (2-pass) InSAR. Alternatively two antennas on a single platform and 
orthogonal in the flight direction can be used, for a technique known as single-pass (single-
track) InSAR. Generating elevation data is the most common InSAR application using repeat-
pass or single-pass interferometry. Figure 2a shows two antennas at different locations A1 and 
A2, while Figure 2b illustrates the repeat-pass interferometry principle in which the radar 
device located at A1 is used to determine the surface differences between times of acquisition 
t1 and t2.  
 

Fig. 2: Principle of InSAR measurement; a) Single-pass, b) Repeat-pass (modified from [15]). 

a) b) 
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GNSS 
 
GNSS (Global Navigation Satellite Systems) are satellite systems which provide accuracy 
positioning and timing data using multiple signals received from a network of satellites. GPS 
(USA), GLONASS (Russia), Galileo (European Union) and Beidou (China) are well-known 
GNSS systems. The GNSS technology provides high accuracy positioning on the Earth’s 
surface with global coverage, anywhere and at anytime. Range-like measurements  are used to 
calculate 3-D position, velocity, and time (PVT) information of any point with cm level (or 
even higher) positioning accuracy. In the standard single point positioning mode four 
simultaneously tracked GNSS satellites are needed so that the four measurements can be used 
to compute the 3-D position of the GNSS receiver’s antenna and the time correction to the 
receiver’s clock. However, the augmented, high-precision GNSS techniques can be used for 
many geodetic and geoscience applications, including for monitoring ground motion due to a 
variety of geophysical phenomena. For example, during an earthquake, the position of GNSS 
receivers change and can be measured using high-precision GNSS techniques, including in 
real-time. In addition, GNSS techniques can play a significant role in elucidating seismic 
deformations [16], [17], even when the primary fault rupture does not reach the Earth’s 
surface, by examining the stations’ positions before and after the earthquake. Figure 3 
indicates the geometric principle of single point positioning. 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3: A GPS receiver is used to measure position based on signals received from satellites 
and based on calculated distances R1, R2, R3, R4. Measurements signals from at least four 
satellites are used to estimate four parameters: position in 3 dimensions (x, y, z) and GPS 
time (t) (modified from [18]). 
 
Coulomb Stress Change Modelling 
 
Coulomb Stress Change Modelling provides an additional methodology with which to 
monitor and characterise both direct and indirect subsurface seismic activities over different 
scales. It describes the behaviour of an earthquake occurring at or near the faults. When an 
earthquake occurs it releases the stresses accumulated on the fault, and changes the stress 
field in the surrounding area [19], [20]. Coulomb Stress Change Modelling evaluates sources 
of seismic activity and the possibility of generating ground motion using focal mechanism 
data based on measurements of the earthquake, which are converted into 2D and 3D Earth 
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models, which are used to explore fault properties [21]. The focal mechanism datasets are 
based on the direction of arrival of the first waves (P-wave) from an earthquake at a 
seismograph, which reveal the direction of movement on a fault. The strike, dip, rake, slip, 
moment magnitude and source of depth information, allow the geometry and mechanism of 
the fault to be determined, as shown in Figure 4. The Coulomb Stress Changes depend on the 
fault mechanism of the earthquakes for assessing the static stress transfer and fault 
interactions. For this reason, in order to produce satisfactory results, information on the focal 
mechanism of the fault must be accurate. Even small changes in fault geometry can generate 
large differences in the results of Coulomb failure stress models. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4: Source parameters of faults: east and north position, depth, length, width, strike angle, 
dip angle, slip, (dislocation), rake (dislocation angle) and opening [22]. 
 
 

Data and Results 
 

InSAR 
 

The authors used data from the ERS-2 satellites to generate a mosaic of unwrapped 
interferograms for the Izmit earthquake. The available co-seismic imagery were acquired on 
the 13th August and 17th September 1999. The 25 m resolution Stripmap images were 
recorded with a mean incidence angle 23 degrees and a swath of 102.5 km (telemetered). The 
C-Band sensors on ERS-2 operate with a wavelength of 56 mm and repeat cycle of 35 days. 
As seen in Table 1, both co-seismic images were obtained from ascending orbits, and the 
resulting interferogram is displayed in Figure 5. The images were acquired four days before 
and 31 days after the Izmit earthquake, and processed using the ROI-PAC 3.0.1 software, 
which is mainly used for analysing topography and surface change. It is able to perform a 
range of tasks from raw data input to geocoded interferogram, based on the interferometric 
baseline, and uses the digital elevation model (DEM) and (optional) deformation model(s) as 
a reference to estimate surface displacement with millimetre level of precision. 
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Table 1: SAR satellite data used for co-seismic deformation. 

Satellite Date Orbit Orbit Track 

ERS-2 13-08-1999 22556 Ascending 

ERS-2 17-09-1999 23057 Ascending 

 

 
Fig. 5: Mosaic unwrapped phases derived from ERS-2 data displayed over a Google Earth 
image. The data were derived from ascending orbits on 13 August, 4 days before the 
earthquake and 17 September, 31 days after the earthquake . The colour code indicates the 
phase differences depending on surface changes. 
 
Figure 5 shows high deformation areas in the interferogram, the highest value being 432 mm 
in the north-east section which is close to Duzce earthquake epicentre. The estimated 
accuracy of the InSAR deformation measurements according to [23], [24] is 10-20 mm. This 
ERS-2 SAR interferogram covers a long period of 31 days following the main shock, and 
includes significant post-seismic deformations. In this image the region of the epicentre and 
surrounding areas show large deformations, which are in good agreement with GNSS and 
Coulomb stress changes observations. There are also some blank areas where phase 
coherence, due to decorrelation, is lost and data cannot be obtained within the interferogram. 
The areas which have a high level of deformation, dense vegetation and water areas cause low 
coherence during SAR interferometry processing. 
 
 
 
 
 

28 mm 

Izmit Gulf 
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GNSS 
 
Only two continuously operating GPS stations of MAGNET (DUMT, TUBI) were available 
and provided by the Scientific and Technological Research Council of Turkey (TUBITAK). 
As seen from Figure 6, DUMT is located south of the NAF, while TUBI is located north of 
the NAF. Each station is equipped with a Trimble 4000 SSE receiver with choke-ring 
antenna. Continuous GPS (CGPS) measurements were recorded with 30 s data sampling rate, 
and the elevation mask was 10 degrees. DUMT and TUBI datasets were processed using the 
AUSPOS web service to generate daily solutions, as shown in Table 2 for 17th August 1999. 
Additionally, the RTKLIB 2.4.2 software was used for data processing with 30 s kinematic 
epochs. Figures 7 shows the 30 s solutions for the DUMT and TUBI stations, for 17th August 
1999. 
 

Fig. 6: Location of the MAGNET stations (▲), semi-continuous GPS stations (▼), and 
campaign sites (✶) in Marmara region. DUMT and TUBI have been identified with red 
circles. Beach balls and red dots indicate two major ruptures in 1999: Izmit and Duzce 
earthquakes. Black lines show the active faults [25]. 
 
The results from AUSPOS processing show that there was significant movement on the 17th 
August 1999 at both stations (Table 2). The DUMT station moved -305 mm north, -330 mm 
east and 30 mm upwards, while the TUBI station moved -331 mm north, 530 mm east and -64 
mm downwards. The estimated accuracy of GNSS precise positioning is 3 to 5 mm for the 
horizontal components and 10 to 20 mm for the vertical components [26]. Therefore, as a 
result of the earthquake the DUMT movement was south-westerly whereas the TUBI station 
movement was south-easterly. Hence the movements in the northern part of the NAF were 
south easterly and in the southern part they were south westerly, indicating that this 
earthquake caused right-lateral movement.  
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Table 2: DUMT and TUBI station results processed using AUSPOS. 
 

Station Name 
17th August 1999 

North (mm) East (mm) Height (mm) 

DUMT -305 -333 30 

TUBI -331 530 -64 

 
The systematic differences between the patterns of co-seismic deformations have been 
identified by processing with the RTKLIB software as seen in Figure 7. The 30 s epoch 
solutions for the DUMT and TUBI stations indicate that there were displacements on the 17th 
August 1999. Although these results are questionable, due to the age of the dataset, for the co-
seismic results there is still some consistency between DUMT and TUBI stations as the 
earthquake occurred at 01:39 (UTC). 

Fig. 7: On 17th August 1999, 30s epoch solutions; (a) DUMT GPS station and (b) TUBI GPS 
station. Data is from five days before the earthquake. The position varies over 24 hours in the 
north-south (N-S), east-west (E-W) and vertical (U-D) directions. Red arrows indicate the 
starting point of the earthquake. 
 
In addition, the deformations of the TUBI continuous GPS station were calculated, and the 
InSAR and GPS deformation results were compared, as seen Table 3. At the TUBI station the 
difference in deformation estimates is 81 mm. The calculated deformations by InSAR are 
lower than the GNSS deformations because GNSS has the immediate data (co-seismic) 
whereas the InSAR data has 35 day differences between two SAR images. In that case the 
first image (13th August 1999) taken before the earthquake includes inter-seismic deformation 
and the second image taken after the earthquake (17th August 1999) includes co-seismic and 
post-seismic deformation. After the main shock (co-seismic) the seismic activity still 
continues but is less powerful than the main shock and can reverse the movement due to the 

b) TUBI a) DUMT 
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elastic behaviour in the mantle or lower crust. Since the DUMT GPS station is not within the 
area of the interferogram it was excluded from comparisons between GNSS and InSAR 
(Figure 5).  
 

Table 3: Comparison between LOS from InSAR and GPSLOS results at DUMT and TUBI. 
 

Station Name InSAR (mm) GPSLOS (mm) 
InSAR and GPSLOS 
Differences (mm) 

DUMT no data  -79 N/A 

TUBI 82 163 81 
 
Coulomb Stress Change Modelling 
 
In addition to calculating the stress changes caused by the Izmit earthquake on 17th August 
1999, the seismic focal mechanism data from the ISC were used in order to model this 
earthquake. In this model the best rupture parameters (strike, dip, rake and depth values of the 
faulting) have been chosen, and using Coulomb 3.3 software were used to generate the model 
of the Coulomb stress changes at depth. The coefficient of friction in all the calculations was 
assumed to be 0.4, which minimises the calculation error [27]. Figure 8 shows the calculated 
stress changes of the Izmit earthquake. Figure 9 shows the horizontal displacement, while 
Figure 10 indicates the vertical displacement. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8: Map of Coulomb stress changes, displayed on a Google Earth image for 17th August 
1999. Model parameters: Mw =7.4, Strike = 271°, Dip = 78°, Rake = -168°, Depth =17 km, 
Time = 01:39 (UTC) and friction coefficient = 0.4. Epicentre of the earthquake and locations 
of the DUMT and TUBI stations are marked on the map. Colour code indicates the Coulomb 
stress changes; dark blue and red are high stress values. 
 

Coulomb stress changes (bar) 
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As can be seen from Figure 8, the Izmit earthquake had a significant impact on the stress 
within the Marmara region. The accumulated Coulomb stress change increases by 5 bars, 
which confirms that this earthquake had increased the stresses around the fault. In addition the 
model shows that the area around the TUBI station was subject to greater stress than the area 
around the DUMT station. These observations, as well as the InSAR result in Figure 5 and the 
GNSS result in Table 2, suggest that the TUBI region was exposed to greater deformation 
than the DUMT region. Moreover, the stress changes over the fault beyond the rupture of the 
Izmit earthquake indicate that the main shock rupture bolstered stress over both the eastern 
and western continuation of the NAF which provides conditions for the occurrence of the 
after-shocks. The calculated horizontal displacement model shows right lateral movement, 
which is the characteristic feature of the NAF, as seen in Figure 9. Therefore there is clear 
evidence that the results of this model are consistent with geological data. Furthermore, 
inspection of Figure 10 indicates that the northern part of the Marmara region moved 
downwards while the southern part moved upwards, which corresponds to the calculated co-
seismic Coulomb stress changes. 

Fig. 9: The horizontal displacement model with layer displayed on a Google Earth image for 
17th August 1999. Aftershock focal mechanisms: Mw= 7.4, strike = 271°, dip = 78°, rake = -
168°, depth 17 km, time = 01:39 (UT). Red arrows show the direction of vectors due to 
earthquake. 
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Fig. 10: The vertical displacement model overlaid on a Google Earth image, 17th August 
1999. Aftershock focal mechanisms: Mw= 7.4, strike = 271°, dip = 78°, rake = -168°, depth 
17 km, time = 01:39 (UT). Yellow arrows show the direction of movement of continuous GPS 
stations caused by the earthquake. Colour code indicates the vertical displacement; dark blue 
where the ground moving downward and red where the ground moving upward. 
 

 
Conclusion 

 
In order to determine the Izmit earthquake effects, InSAR and GNSS measurements, and 
Coulomb Stress Change Modelling were used in this paper. InSAR produces high spatial 
resolution information, whereas GNSS and focal mechanism data provide high temporal 
resolution. Together they can provide important information for measurement of earthquake 
deformation and analysis of earthquake hazards. The InSAR data indicates that the highest 
deformation is approximately 432 mm in the north-east of the interferogram, occurring 70 km 
north-east of the Izmit epicentre, as shown in Figure 5. This area is close to the Duzce 
earthquake epicentre, which occurred three months after the Izmit earthquake. In addition, the 
GNSS results show that the Izmit earthquake caused the northern part of the NAF to move in 
a south easterly direction and the southern part to move in a south westerly direction. This 
partially explains why the fault extended westwards of the surface faults, underneath of the 
Gulf of Izmit. Furthermore this westerly movement has changed the stress distribution and 
increased the deformation around the fault zone, which may be the reason for low coherence 
between the images. The calculated TUBI station LOS deformation was compared to the 
InSAR LOS deformation from Figure 5, and a 81 mm difference between the results was 
noted. This discrepancy could be because InSAR data includes 31 days post-seismic 
deformation. The Coulomb Stress Change Modelling (Figure 8) indicates that the stress 
changes caused by the Izmit earthquake are greater around the fault zone and epicentre, where 
the TUBI and DUMT stations are also located. Moreover, inspection of Figure 9 shows that 
the calculated horizontal displacement model is right lateral, which corresponds well with the 
geological data and the GNSS results. In addition the northern part of the Marmara region 

TUBI 

DUMT 

-5 cm 5 cm 
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moved downwards, while the southern part moved upwards, as can be seen in Figure 10. This 
movement also corresponds well with GNSS results at DUMT. Consequently, there is an 
apparent correlation between the InSAR, GNSS and Coulomb stress modelling results, which 
contribute to the identification of the Izmit earthquake characteristics. 
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results of a survey of views from the space science 
community

Courtney Bright Courtney Bright, Rounak 
Manoharan, Siddharth 
Pandey, Hilbert van Pelt, Jai 
Vennik

Venus Atmospheric Pathfinder Research Vehicle: A 
Mission Concept Study

Courtney Bright Courtney Bright, Sean 
Tuttle, Andrew Neely

Stereolithographic 3D Printed Nozzles for Cold Gas 
Propulsion Experiments

Tim Broadbent Tim Broadbent, Jason Held Solving the Mission Operations Problem
Melrose Brown M. Brown, R. Boyce, D. 

Griffin, P. Lorrain, I. 
Dimitrijevic, A. Ramana, 
C. Benson, A. Lambert, M. 
Polo, S. Oberst, S. Tuttle, 
D. Lingard, I. Cartwright, 
G. Hu, M. Young, T. Teske, 
G. Colosi, B. Jamali, J. 
Horridge, G. Dall’Armi-
Stoks 

Buccaneer Risk Mitigation Mission

James Bultitude James Bultitude, Tim 
Broadbent, Yiwei Han, Lily 
Qiao, Joon Wayn Cheong, 
Barnaby Osborne

Attitude Determination and Control System for 
UNSW’s QB50 Cubesat

Iver Cairns Iver H. Cairns Solving the “Type II Solar Radio Burst Problem”   
and Predicting Space Weather

Christopher Capon Christopher Capon Development of a coupled PIC-DSMC method for 
the study of objects in a charged space environ-
ment

Graziella Caprarelli G. Caprarelli, A. White, R. 
Orosei.

Mars Australian Remote Virtual Experiment Labo-
ratory (MARVEL)
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Brett Carter Brett Carter, Endawoke 

Yizengaw, Chin Lin, Rezy 
Pradipta, Robert Norman, 
Tzupang Tseng, James 
Bennett, Rebecca Bishop, 
Matthew Francis, Michael 
Terkildsen, Keith Groves, 
Ronald Caton and Kefei 
Zhang 

The 2015 St. Patrick’s Day superstorm: Effects in 
the near-Earth space environment and impacts on 
technologies

Brett Carter Brett Carter, Endawoke 
Yizengaw, Rezy Pradipta, 
Alexa Halford, Robert 
Norman and Kefei Zhang 

On the vulnerability of the equatorial region  to 
geomagnetically induced currents

Manuel Cervera Manuel Cervera, Harris TID wavelength control of disturbance features in 
VI and QVI ionograms

Christine Charles Christine Charles and Rod 
Boswell

Plasma propulsion as a vehicle for science in space 
and in the laboratory

Joon Wayn Cheong Joon Wayn Cheong, Barnaby 
Osborne, Jannick Habets

Effect of Self-shadowing and Attitude on Cubesat 
Solar Power Generation:  A Case Study on UNSW 
EC0 QB50 Cubesat

TJ Chin TJ Chin, Matthew Tetlow, 
Mark Rutten  

Robust Space Object Detection

Aditya Chopra Aditya Chopra, Charles H. 
Lineweaver

Is Habitability Constrained by Biology?  The Case 
for a Gaian Bottleneck

Rowena Christiansen Rowena Christiansen Update of the Australian Resuscitation Council 
Cold Injuries Guideline – Results of a Literature Re-
view

Jonathan Clarke Jonathan Clarke, Waldie, 
M. Cooper, S. George, S. 
Houlahan, G. Murphy, K. 
Silburn, D. Sprigg and M. 
Sprigg

The performance of field science in a simulated 
space suit: stromatolite identification by geologists 
and non geologists

Daniel V. Cotton Daniel V. Cotton, Jonathan 
P. Marshall, Kimberly Bott, 
Lucyna Kedziora-Chudczer, 
Jeremy Bailey

Carrying a Torch for Dust in Binary Star Systems

William Crowe William Crowe, Nathan 
Kinkaid, John Olsen, John 
Page

Opportunistic flyby characterisation of Earth pass-
ing asteroids

William Crowe William Crowe, Nathan 
Kinkaid, John Olsen, John 
Page

Cooperative estimation of asteroid mass

Martin Cupak M. Cupak, P. A. Bland, M. C. 
Towner, R. M. Howie, J. P. 
Paxman, E. K. Sansom, H. 
Devillepoix, G. K. Benedix, 
S. J. Tingay, M. J. Galloway 
and T. Jansen-Sturgeon

Desert Fireball network: Handling of the multi tera-
byte data

Julie Currie Julie Currie, Prof. Colin 
Waters, Prof. Fred Menk, 
Murray Sciffer

SuperDARN Backscatter During Intense Geomag-
netic Storms

Luke Daly L. Daly , P. A. Bland , L. V. 
Forman , P. W. Trimby , 
S. Moody , L.Yang , H.W. 
Liu , S. P. Ringer and M. 
Saunders  

Early solar system events revealed by analysis of 
tiny nuggets

Andrew Dempster Andrew Dempster Off Earth Mining
Hadrien Devillepoix Hadrien Devillepoix A satellite survey with the Desert Fireball Network
Keira Doherty Keira Doherty, Yao Xiong 

Loo, Nicole Blinco, Liam 
Waldron, and Jonathon 
Clarke 

Photovoltaic Power System Design for a Mars Ana-
logue Research Station

Kerrie Dougherty Kerrie Dougherty Space-related Research and Innovation  in the 
Australian Defence Scientific Service

Zheyuan Du Zheyuan Du, Linlin Ge, 
Xiaojing Li and Alex Hay-
Man Ng

Atmospheric Correction over Ordos region based 
on Differential Interferometry And Persistent Scat-
terer Interferometry
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Lucy V Forman L. V. Forman, P. A. Bland, J. 

Smith, J. Paxman
Looking for a Needle in a Haystack: The Search for 
Extralunar Fragments in Apollo 14 Soils

Lewis Freeland Lewis Freeland, Michael 
Terkildsen

The symmetry of halo Coronal Mass Ejections as a 
quantitative predictor for severe space weather at 
Earth

Robert S. Fuller Robert S. Fuller Stellarium Skycultures as an aid to K-6 Science Syl-
labus Cross-cultural Understanding of Indigenous 
Astronomy

George Georgevits George Georgevits Detection of Kuiper Belt Objects by Stellar Occulta-
tion

Adam Gilmour Adam Gilmour A Space Academy to inspire the next generation of 
Space Engineers

Eamonn Glennon Eamonn Glennon, Joon 
Wayn Cheong, Mr Kevin 
Parkinson, Andrew 
Dempster

Qualifying the Kea GPS Receiver for UNSW’s EC0 
CubeSat

Alice Gorman Alice Gorman “Is it wrong to wish on space hardware?” Exploring 
emotional attachments to spacecraft

Carla Guedes Carla Guedes and Duane 
Hamacher

Meteor Traditions of the Torres Strait Islanders and 
other Melanesian Cultures

Thomas Haber T. Haber, M. D. Norman, V. 
C. Bennett and F. Jourdan 

Constraining the bombardment history of Moon 
with a set of Apollo 16 impact melts rocks

Jacob Hacker Jacob Hacker, Nikita 
Sardesai, Martin 
Losekamm, Adam Vigneron

Legal and Political Implications of Future On-Orbit 
Servicing Missions

Duane Hamacher Duane Hamacher, Robert 
Fuller, Trevor Leaman, 
Carla Guedes, John South, 
William Stevens, Michelle 
Gantevoort, and Robert 
Pankhurst 

An Introduction to Sydney Aboriginal Astronomy

Trevor Harris Trevor J Harris, Adrian D 
Quinn

The DSTO Ionospheric Sounder Replacement for 
JORN

Andrew Heitmann Andrew Heitmann, Robert 
Gardiner-Garden, Andrew 
MacKinnon, 
Iain Reid, Bruce Ward

Preliminary observations of ionospheric distur-
bances using 2D angle-of-arrival estimation on 
oblique incidence soundings

Jason Held Jason Held, Daniel Bunker, 
Tim Broadbent

Parabolic flight testing results for DragEN Electro-
dynamic Tether Deployer

Gail Higginbottom Gail Higginbottom Origins of Standing Stone Astronomy in Britain
Gabriela Hobbs G.N. Hobbs and S. M. 

Coleman
The Case for Mining Asteroids

Steven Hobbs S.W. Hobbs, D. J. Paull and 
J. D. A. Clarke

A Comparative Analysis of Terrestrial and Martian 
Gullies: Evidence for Erosion by Complex, Multi-
Agent Processes

Tyler Hobson Tyler A. Hobson, I. Vaughan 
L. Clarkson, Travis Bessell, 
Mark Rutten, Neil Gordon

Initial Orbit Determination using Minimal Imagery 
and Constrained Trajectories

Jonti Horner Jonti Horner, Bruna Contro, 
Robert Wittenmyer & 
Jonathan Marshall,

The Structure of the  ‘Asteroid-belt’ Analogue 
Around HR8799

Anthony Horton Anthony Horton, Lee 
Spitler, Matthew Colless, 
Michael Ashley, Joss Bland-
Hawthorn, Russell Boyce, 
Tamara Davies, Roger 
Franzen, Karl Glazebrook, 
Jon Lawrence, Raymond 
Norris, Christopher Power, 
Jordi Puig-Suari, Sam 
Reisenfeld, Emma Ryan-
Weber

Australian Space Eye: Ultra-faint astronomical im-
aging from a CubeSat

Robert M. Howie Robert M. Howie, Jonathan 
Paxman, Philip A. Bland, 
Martin C. Towner

Deploy Your Own Desert Fireball Network Observa-
tory

Trevor Ireland Trevor R. Ireland Hayabusa Mission Update
Moriba Jah Moriba Jah Perspective on current US SSA research
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Ingo Jahn I. Jahn, C. Manzie, D. 

Buttsworth, A. Paull
Aerodynamics and Control Optimal Design for Hy-
personic Vehicles

Eriita Jones Eriita Jones, Graziella 
Caprarelli, Franklin Mills

The Thermophysical Properties of Impact Crater 
Ejecta and Floor Materials on Mars

Eriita Jones Eriita Jones Shallow transient liquid water on Mars and its im-
plications for life: Lessons from the Phoenix Lander 
and Curiosity Rover

Dhiren Kataria Dhiren Kataria Enhanced performance low resource in-situ sen-
sors for space missions

Dhiren Kataria Dhiren Kataria, Anasuya 
Aruliah, Alan Smith, Robert 
Wicks, Rahil Chaudery, 
Andrew Malpuss, Gethyn 
Lewis

Nanosatellites for in-situ studies of the Earth’s 
ionosphere and thermosphere – exploiting the 
QB50 mission opportunity for Space Weather sci-
ence

Lucyna Kedziora-
Chudczer

Lucyna Kedziora-Chudczer, 
Daniel V. Cotton, David J. 
Kedziora and Jeremy Bailey

Observations of H3+ Molecular Emissions in Jupi-
ter’s Aurora

Piers Koefoed P. Koefoed, Y. Amelin, 
Q-Z. Yin, M. E. Sanborn, M. 
Huyskens

U-Pb dating of the oldest known planetary meteor-
ite: The achondrite Asuka 881934

Alexey Kondyurin Alexey Kondyurin Large size space construction for space exploita-
tion

Ed Kruzins Ed Kruzins Options for Australian Payloads and Cubesats with 
NASA

Daniel Kucharski Daniel Kucharski, 
James Bennett 

The interaction between the Earth’s magnetic field 
and the spinning satellites

Vickal Kumar Vickal V. Kumar, Zahra 
Bouya, Murray Parkinson, 
David Neudegg, Phillip 
Maher

On the prediction of foF2 using 10.7 cm solar flux 
and Kp index

Andrew Lambert Andrew Lambert and 
Manual C. Polo

Progress in Passive Optical Tracking Using the Fal-
con Telescope Network

Trevor Leaman Duane Hamacher and 
Trevor Leaman

Animals in Australian Aboriginal Astronomical Tra-
ditions

Bo Li B. Li, Iver H. Cairns, J.T. 
Gosling, G. Steward, M. 
Francis, D. Neudegg, H. 
Schulte in den Baumen, P.R. 
Player, A.R. Milne

Mapping magnetic field lines between the Sun and 
Earth

David Lingard D. Lingard, M. Rutten, 
I. Carwright, R. Earl, A. 
Dempster, E. Glennon, K. 
Parkinson, R. Boyce, M. 
Brown

Australian Participation in the Biarri Cubesat Mis-
sions

Qingxiang Liu Qingxiang Liu, Linlin Ge, 
Chun Tung Chou and 
Xiaojing Li

Damage Detection for 25 April 2015 Nepal Earth-
quake with Satellite Synthetic Aperture Radar In-
tensity and Coherence results

Tharika Liyanage Tharika Liyanage, Jochen 
Brocks

Searching for the (hydrocarbon) skeleton key: Us-
ing biomarkers to find evidence of the first animals

Ronald Maj Ronald Maj, Iver Cairns Quasi-thermal noise spectroscopy and dust detec-
tion in Earth’s ionosphere

Naomi Mathers Naomi Mathers The Advanced Instrumentation and Technology 
Centre (AITC): A National Facility Supporting As-
tronomy and Space Activities in Australia

Darren May Darren May An Update on Defence’s SSA Activities
Troy McCann Troy McCann, Stan 

Skafidas, Robert Mearns, 
Anton Tarasenko, Martin 
Lawrence

The University of Melbourne Space Program - 
Launching Melbourne into the final frontier

Dan Meehan Dan Meehan Ionospheric Research in Defence
Stavros 
Melachroinos

Stavros Melachroinos, Tao 
Li, Thomas Papanikolaou

Developing an Australian GNSS analysis capability 
for augmented Precise Point Positioning

Frederick Menk Frederick Menk and Colin 
Waters

Magnetoseismology: Ground-based remote sens-
ing of Earth’s magnetosphere

Christopher Miller & 
Yilser Kabaran

Christopher Miller, Yilser 
Kabaran, Nathan Kinkaid

A review of steering with Rocker Bogie chassis de-
sign
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Franklin Mills F.P. Mills, K.L. Jessup, A.C. 

Vandaele, A. Mahieux, 
E. Marcq, B. Sandor, A. 
Stolzenbach, and F. Lefèvre 

Post-Venus Express: An Overview of Current Issues 
in Understanding the Composition and Chemistry 
of Venus’ Mesosphere

David Netherway David Netherway and 
Robert Gardiner-Garden

On Power Received via Oblique HF Ionopheric 
Propagation

Patrick Neumann Patrick R C Neumann, 
Marcela M M Bilek, David R 
McKenzie

Pulsed Cathodic Arc Spacecraft Propulsion Systems

Craig O’Neill Craig O’Neill and Siqi 
Zhang

The role of core-differentiation in ejection of a 
Moon-forming disk

Sebastian Oberst Sebastian Oberst, Iain 
Cartright, Timothy Teske, 
Doug Griffin, Sean Tuttle, 
Andrew Lambert, Russell R. 
Boyce 

Sensitivity to micro-vibrations: damping of thin 
curved flexible space structures

Brian J. O’Brien Brian J. O’Brien FTSE From Antarctic Auroras to Nanodust on the Moon, 
60 Years of Glorious Entertainments in Space Sci-
ence: A Tribute to Professor Harry Messel

Carol Oliver Carol Oliver, Martin Van 
Kranendonk and Tara 
Djokic

An innovative approach to astrobiology education 
in the online environment

Siddharth Pandey Siddharth Pandey, Sean 
Tuttle, John Young

Computational study of the effect of Mars surface 
atmosphere induced thermal convection within 
horizontal gap enclosures on surface heat transfer 
characteristics within a Mars rover.

Siddharth Pandey Siddharth Pandey, Jonathan 
Clarke

Spaceward Bound India 2016: Taking Astrobiology 
to the Roof of the World

Subhash Dadaji 
Pawar

Subhash Dadaji Pawar Comparison of Air ion variation in winter season at 
urban station Sangli (17° 4’ N 74° 25’ E) and rural 
station Ramanandnagar (17° 4’ N 74° 25’ E) India

Lenard Pederick Lenard Pederick, Manuel 
Cervera

Modelling the Interference Environment in the HF 
Band

Michael Phillips, 
Brian Luc

Michael Phillips, Brian Luc, 
Stuart Bartlett, Thomas 
Dixon and Elias Aboutanios

Development of a low-cost Software-Defined-Ra-
dio based student groundstation

Robert Pidgeon R.T.Pidgeon,  R.E Merle,  
M. L. Grange and  A. A. 
Nemchin

Dating late thermal events on the Moon from the 
annealing of radiation damage in zircon

Brooke Porteous Brooke Porteous and Duane 
Hamacher

Astronomical and Seasonal knowledge within Tor-
res Strait Islander Art

Sana Qaisar Sana U. Qaisar, Sean L. 
Tuttle, Mike J. Ryan, 

Systems Engineering Essentials for Small Satellite 
Missions

Li Qiao Li Qiao, Andrew G 
Dempster, Wayne L 
Hargreaves

Experience gained from Satellite Design Projects

Sam Reisenfeld Sam Reisenfeld The Communication System of the Australian Space 
Eye: Ultra-faint Astronomy Imaging from Space

Matthew Richardson Matthew Richardson If you build it, will they come?  An Analysis of Price 
and Demand in the Launch Industry

Jay Ridgewell Jay Ridgewell, Emma 
Donnelly

Getting cash for communication

Chris Rizos Chris Rizos, Yong Li, Wei 
Jiang

A Real-time Precise Navigation System for UAV Ap-
plications

Nicholas Robinson Nicholas Robinson Optimal Path Planning for a SLAM-based Naviga-
tion System for Small UAVs

Mark Rutten Mark Rutten and Neil 
Gordon

SSA Research in DST Group

Roy Sach Roy Sach Outer Space: Debris and Deceit?
Eleanor Sansom E. K. Sansom,  P. A. Bland, 

M. C. Towner, J. P. Paxman, 
R. M. Howie, M. Cupak, M. 
J. Galloway, G. K. Benedix 

The Expansion of the  Desert Fireball Network

Joachim M. Schmidt J. M. Schmidt and Iver H. 
Cairns

Demonstration of a Viable Quantitative Theory for 
Interplanetary Type II Radio Bursts

Jack Scott Jack Scott SBAS for Australia and New Zealand
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Aramesh Seif Aramesh Seif, Kefei Zhang, 

Brett Carter, Robert 
Norman, and Suqin Wu

Characterizing Daytime GHz Scintillation at Equa-
torial Regions Using GNSS Radio Occultation Mea-
surements

Michael Smart Prof. Michael K. Smart, Mr 
Dawid Preller, Mr Adriaan 
Schutte

A Reusable Launch System for Small Satellites

Harrison Steel & 
Michel Fathallah

Harrison Steel, Michel 
Fathallah

Development and testing of a Complete, Sub-
$1000 2U CubeSat Prototype

Samira Tasnim Samira Tasnim and Iver H. 
Cairns

A Generalized Theory for the Evolution of Angular 
Momentum and Azimuthal Magnetic Fields in the 
Ecliptic Heliosphere

Ross Taylor Ross Taylor Why Can’t a Planet be more like a Star
Anne Unewisse Anne Unewisse, Manuel 

Cervera, Trevor Harris and 
Andrew Cool

High Frequency and 630 nm Airglow Observations 
of Travelling Ionospheric Disturbances over Ad-
elaide, Australia

Martin Van 
Kranendonk

Martin Van Kranendonk Early Earth and the making of Mankind: Astrobiol-
ogy in our own backyard

Ba-Ngu Vo Ba-Ngu Vo Stochastic Geometry for Space Situational Aware-
ness (SSA)

James Waldie James Waldie, David Green, 
Dava Newman, Jonathan 
Scott, Simon Evetts

Initial Operational Assessment of the Gravity Loading 
Countermeasure Skinsuit on the International Space 
Station

Haiyang Wang Haiyang Wang and Charles 
H. Lineweaver

Elemental Devolatilization Patterns of Material in 
the Solar System

Bruce Ward B.D. Ward, R. Gardiner-
Garden, A. Heitmann

ELOISE – Towards an enhanced understanding of 
ionospheric variability and its impact on radio wave 
propagation

Jonathon Wasiliev Jonathon Wasiliev and Craig 
O’Neill

Viscosity Formulations and the effect of uncertain 
parameters

Kefei Zhang Zhang K., Wang X., Wu 
S., Yuan Y., Manning T., 
Norman R., He C., Le 
Marshall J, Kaplon J., Rohm 
W., Bosy J. and Kealy A. 

Towards an advanced near real-time tropospheric 
water vapour platform using the Australian NPI for 
weather forecasting

Siqi Zhang Siqi Zhang, Craig O’Neill Thermal evolution of the Moon modelled by core-
mantle coupling
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Peter Connery Peter Connery 65° South - The mischarted Flight of Yuri Gagarin
Steven Hobbs S. W. Hobbs, J. D. A. Clarke 

and K.A. Campbell 
Astrobiology With Mars’Obot: Identifying Microbial 
Life Forms Using Ground Based Remote Sensing

Steven Hobbs S.W. Hobbs, J.D.A. 
Clarke, S. Pandey, M. Van 
Kranendonk, D. Willson, 
C.E. Coleman-Jennings

A4 Rover Proposal: A Small Planetary Science Rover 
for Geologic and Astrobiology Investigations for 
Mars Surface Exploration

Jonti Horner Jonti Horner, James 
Gilmore, Dave Waltham

The Influence of Jupiter and Mars on Earth’s orbital 
evolution

Jonti Horner Horner, J., Pepper, J., 
Soutter, J., Hart, R. and the 
KELT Science Team

The Kilodegree Extremely Little Telescope (KELT): 
Searching for Transiting Exoplanets in the Northern 
and Southern Sky

Jonti Horner Jonti Horner, Patryk Sofia 
Lykawka

2001 QR322 – an update on Neptune’s first unsta-
ble Trojan companion

Taofiq Huq Noor Taofiq Huq Noor, Nathan 
Kinkaid

Preliminary Design of an Asteroid Flyby Mission us-
ing CubeSat Technology

David Ivers David Ivers, Denis Winch Analysis of daily variations from simultaneous 
Swarm constellation magnetic data & Intermagnet 
data

Dhiren Kataria M. Trichas, M. Gibbs, R. 
Harrison, J. Davies, D. 
Kataria, R. Bentley, L. 
Green, J. Eastwood

Carrington-L5: The Next Generation Space Weather 
Operational Mission

John Lam John Lam, Shannon Green, 
Daniel Sheratt

Development and Testing Platform for the UNSW 
EC0 Cubesat

Samuel Matthews Samuel Matthews, Craig 
O’Neill

Geodynamics of Venusian-type planets

Shannon 
McConachie

Shannon McConachie, 
Penelope King, Liane 
Loiselle and Les Kinsley

Thermal (mid-) infrared laboratory studies of mate-
rials found in meteorites

Franklin Mills F.P. Mills, M. Shunmuga 
Sundaram, M. Allen, and 
Y.L. Yung 

Potential Impacts of Heterogeneous Chemistry on 
Venus’ Mesosphere

Christian Renggli C.J. Renggli, P.L. King, R.W. 
Henley

A thermochemical comparison of metal transport, 
speciation and condensation in a lunar volcanic gas 
and a terrestrial volcanic gas

Marian Selorm 
Sapah

Marian Selorm Sapah,  Yuri 
Amelin, Trevor Russell 
Ireland

Petrography, Chemistry and Chronology of Refrac-
tory Inclusions in NWA 4502

Martin Towner Martin C. Towner, Philip 
A. Bland, Robert M. 
Howie, Jonathan Paxman, 
Ellie K. Sansom,Trent 
Jansen-Sturgeon, Hadrien 
Devillepoix

Initial Results From The Desert Fireball Camera Net-
work: Meteorites On The Ground

Yang Zhao Yang Zhao, Kefei Zhang, 
James Bennett, Jizhang 
Sang and Suqin Wu

A Method for Improving Two-line Element Outlier 
Detection Based on a Consistency Check
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